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ABSTRACT 

 

Often it is appropriate to have more than one decision maker perform the pairwise 

comparisons that are part of the Analytic Hierarchy Process (AHP). With group 

judgments one would hope for broad consensus among the decision makers, in which 

case one would aggregate judgments via their geometric mean. However, consensus may 

not always be reached and significant dispersion may exist among the judgments. The 

question arises as to what would be an appropriate aggregation scheme in such situations. 

Too much dispersion violates the principle of Pareto Optimality at the comparison and/or 

matrix levels, so that the group may be homogenous in some comparisons and 

heterogeneous in others. We propose a new aggregation method when the raw geometric 

mean cannot be used and the decision makers’ judgments cannot be revised. Our method 

makes use of principal components analysis (PCA) to combine the judgments into one 

aggregated value for each pairwise comparison. We show that this approach is equivalent 

to using a weighted geometric mean with the weights obtained from the PCA.   
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1. Introduction 

This paper addresses aggregation of group judgments in the Analytic Hierarchy Process 

(AHP). Often it is appropriate to have more than one decision maker perform the 

pairwise comparisons in the AHP analysis. This allows for multiple points of view and 

the knowledge of multiple subject matter experts to play a role in the final decision. 

These multiple decision makers can work separately, be spread out over multiple 

geographic locations, or they could be in a centralized setting. Traditionally, the 

geometric mean (GM) has been used for aggregating judgments of the group members. 

However, caution must be exercised because using the GM when excess dispersion exists 

around it can result in a violation of the principles on which the AHP is based. The 

research literature does not describe any accepted method for aggregation when the 

dispersion is large and the decision makers in the group are unwilling or unable to revise 

their pairwise comparisons. We address this situation by developing a new aggregation 

technique that makes use of principal components analysis (PCA) to combine judgments 

into one aggregated value for each pairwise comparison. It is shown that this is 

equivalent to using a weighted geometric mean with the weights obtained from the PCA. 

 

2. Literature Review 

The best case in group decision making is broad consensus among the experts. In such 

cases the geometric mean of the pairwise comparisons is used; Aczél and Saaty (1983) 

showed that the GM is the only mathematically valid method for aggregating the pairwise 

comparisons. Where the judges are not equally important or reliable a weighted 

geometric mean (WGM) is appropriate (Aczél and Alsina, 1987). In practice, consensus 

among the judges might not always be reached. The concept of examining dispersion in 

group judgments is relatively new; Saaty and Vargas (2007) first introduced the notion of 

geometric dispersion, and show that the GM cannot be used for aggregation in those 

conditions. Too much dispersion around the GM of judgments violates the principle of 

Pareto Optimality at the comparison level and/or matrix level. If this happens, then the 

group may be homogenous in some comparisons and heterogeneous in others. The same 

authors developed a formal dispersion test for group judgment aggregation to check if 

variability around the geometric mean is small enough so that all comparisons remain 

homogeneous (Saaty and Vargas, 2007). The test is designed to determine if the observed 

variance in the set of group judgments for a given pairwise comparison is typical, given 

the group’s behavior.  

 

When consensus is lacking and dispersion across judgments is too large, the literature 

(Aczél and Saaty, 1983; Aczél and Alsina, 1987; and Saaty and Vargas, 2007) directs the 

decision makers to reconsider their judgments to reach consensus. If the decision makers 

choose to revise their judgments and the new comparisons are reasonably consistent in 

the AHP, then another dispersion test should be performed. If the aggregated judgments 

pass that test, then the GM can be used to aggregate the judgments. In practice though, 

the process of returning to the decision makers might not be feasible from a logistical or 

geographical standpoint. Moreover, the decision makers may not want to revise their 

judgments, or the revised judgments might still not pass the dispersion test. In this case, 
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the AHP literature has not addressed, to our knowledge, the question of how one should 

proceed with group judgment aggregation.  

 

This research describes a new method for aggregating judgments when the dispersion is 

large and decision makers are unwilling or unable to revise their judgments. Our method 

is equivalent to using a weighted geometric mean with the weights computed via 

principal components analysis. The weighted geometric mean preserves the unanimity, 

homogeneity and the reciprocal properties of the AHP. It also serves the role of giving 

different weights to the different judges in the group, because they are presumably not all 

consistent to the same degree. This research also addresses a general need in the literature 

for guidance in determining how the decision makers’ weights for the WGM should be 

selected, regardless if the judgments do or do not pass the dispersion test. 

 

3. Hypotheses/Objectives 

This paper develops a numerical simulation, with the dual objectives of understanding the 

limiting behavior of our PCA-based approach for aggregation as diversity of opinion 

among the decision makers decreases and demonstrating that it converges uniformly to 

aggregation by the GM. Doing so demonstrates that the PCA-based approach, which 

solves for weights for every decision maker, generalizes to a weighted geometric mean. 

Because the literature has shown that a weighted geometric mean is appropriate to use in 

judgment aggregation this approach is thus appropriate for group aggregation by finding 

weights for the decision makers that address the variability around the geometric mean.   

 

4. Research Design/Methodology 

PCA is a statistical technique that uses an orthogonal linear transformation to transform a 

set of (most likely correlated) variables into a smaller set of uncorrelated variables 

(Dunteman, 1989). In essence, PCA attempts to reduce the dimensionality of a data set by 

distilling it down to the components that capture the majority of the variability associated 

with the original data set. If we start with a set of n observations in m variables, PCA 

reduces the original data set to n observations on k components that capture a large 

proportion of the total variance in the original data set, with the first principal component 

capturing the maximum variance.  

 

Considering group judgments in the context of the AHP, each of the n pairwise 

comparisons made by the decision makers in the group may be viewed as analogous to an 

observation in PCA, and each of the m decision makers may be viewed as a variable or as 

one dimension of the data set. Suppose decision maker k is assigned a weight wk where 

wk(0,1) and ∑k=1..m (wk)=1. Further, let    
  represent the value from Saaty’s Fundamental 

Scale of Absolute Numbers (Saaty, 1980) chosen by decision maker k in comparing 

factor i with factor j. Let us also denote by aij the weighted GM of these values across the 

k=1,…,m judges obtained using weight wk for judge k.   

  

In our approach we first replace all original comparison values with their logarithms; it is 

readily apparent that the weighted arithmetic mean of the log(   
 ) values is identical to 

the weighted GM of the    
  and that it too maintains the reciprocal property. We compute 

the principal components for the original matrix of comparisons (in their logarithms), and 
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restrict ourselves to the first principal component, which is the eigenvector corresponding 

to the largest eigenvalue of the corresponding covariance matrix. By definition, this m-

vector captures the majority of the variance among the different data dimensions, and we 

normalize and use this as the vector of weights to develop final aggregated values for the 

numerical comparisons, which in turn are then used to develop the final set of priorities in 

the AHP. Note that this does not involve any distributional assumptions so the approach 

may be used with any dispersed data sets.  

 

The full paper examines this approach in detail by studying how the weights behave with 

respect to the magnitude of the disagreement among the judges. It is shows that as the 

dispersions tend to zero, the weights from the PCA tend to equal values for all the judges, 

so that the weighted GM converges to the (raw) GM. This is demonstrated through an 

empirical study using numerical simulation. The results show that the final priority vector 

found by aggregating dispersed judgments using the PCA-based method is a 

generalization of the priority vector found when the judgments are aggregated using a 

traditional GM with non-dispersed decisions, with the appropriate aggregation of 

judgments that do not pass the dispersion test. Furthermore, because the PCA-approach 

generalizes to the traditional GM, it can also be used as an appropriate method to find 

weights for decision makers when a weighted geometric mean is desired.   

 

5. Data/Model Analysis 

As an illustrative example, consider a situation where judgments made by m=4 different 

decision makers on f=3 three different factors (A, B and C). Note that there will be n=3 

pairwise comparisons, and each comparison is assumed to take on a numerical value from 

the Fundamental Scale of Absolute Numbers (1/9, 1/7, 1/5, 1/3, 1, 3, 5, 7, 9). Suppose the 

resulting set of judgments is as shown as the “comparison matrix” A = 

[
    
            
        

]. In this matrix, each column represents the judgments of each 

of the four decision makers. The first row is the comparison A vs. B, the second row is 

the comparison A vs. C, and the third row is the comparison B vs. C. Note there is a fair 

amount of dispersion among the judgments. When we conduct the dispersion test, the p-

values for the three sets of comparisons by row are 0.141, 0.023 and 0.160, respectively. 

At the usual significance level of 5% this would indicate that the GM cannot be used in 

two of the three comparisons due to excessive dispersion among the decision makers. 

 

With the PCA approach, we start by defining the transformed matrix X, each entry of 

which is the logarithm of the corresponding entry in A. It may be verified that the first 

principal component (the unit eigenvector corresponding to the largest eigenvalue of the 

covariance matrix for X) is the vector [0.331155  0.626118  0.465358  0.530806]
T
. Note 

that this vector has its l-2 norm equal to 1; because the AHP approach uses the l-1 norm, 

we simply square each element (so that they sum to 1.0) to obtain a vector of final vector 

weights for each judge as w = [0.1097  0.3920  0.2166  0.2818]
T
. Thus the aggregated 

value for each comparison would be given by z’=Xw = [1.5277  -1.3918  -0.7514]
T
. 

These weights ensure the judgments of the decision makers are homogeneous and pass 

the dispersion test, while incorporating the opinions of each decision maker and not just a 

select few. In order to arrive at the original scale, we now reverse the transformation by 
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exponentiating each element of z’ to obtain z = [4.6078   0.2486   0.4717], which can then 

be used to form the symmetric matrix for AHP priorities. The final priority vector is 

given by v
P
 = [0.2942   0.1315   0.5743]

T
. 

 

6. Limitations  

This research considers group aggregation in the AHP when the pairwise comparisons do 

not pass the dispersion test. However, it is an open question as to how many pairwise 

comparisons must fail the dispersion test before our proposed approach is necessary. 

While the results of the simulation developed in the full paper provide a guideline for 

this, we do not formally prove these cutoffs, as that work is under development. 

 

7. Conclusions 

This research addresses the issue of synthesizing the AHP judgments of multiple decision 

makers when the judgments do not pass the dispersion test and the decision makers are 

unwilling or unable to revise their judgments. In these cases, significant diversity of 

opinion exists amongst the decision makers. Prior work on this topic has focused mainly 

on identifying such situations but provides no guidance on how to deal with this issue, 

other than asking the decision makers to reconsider their judgments. Simply discarding a 

judgment that is not consistent with the majority is also not a satisfactory solution 

because it defeats the purpose of obtaining a diverse set of perspectives. While judgments 

of all the decision makers should be considered, there is no reason in general why all 

decision makers need to be given the same degree of importance when synthesizing their 

judgments. This leads to the natural choice of a weighted GM, which preserves the 

properties that are critical to the AHP and provides for objective determination of 

weights. We propose an aggregation approach based on PCA that treats the judges as 

variables in a set of comparisons and uses the first principal component to arrive at 

weights for each decision maker. A detailed simulation provides guidance on when this 

approach might be preferred over a simple GM and shows that the final priority vector 

from this approach converges uniformly to the one obtained from a simple GM as the 

diversity of opinion among the judges goes to zero. 
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