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Summary: The Analytic Hierarchy Process (AHP) is a useful method in aggregating group preference. 
We suggest a new method that uses consistency ratio as group evaluation quality. For this method, we 
introduce Taguchi’s loss function. We also develop an evaluation reliability function to derive group 
weight. Lastly, we perform four experiments in order to confirm validity of this method.  

 
1. Introduction 
The AHP as a growing field in both its theoretical and applied ramifications has been applied widely in 
decision making.  One of the topics on which research concentrates is the problem of group judgments 
aggregation and consistency ratio. The previous group aggregation methods keeps Saaty’s rule that 
consistency ratio of individual pairwise comparison should be less than 0.1. That is, in aggregating 
individual judgments to a group opinion, one takes only individual judgments whose consistency ratio is 
less than 0.1. However, judgments are frequently inconsistent, and practically, pairwise comparison 
matrices rarely satisfy the consistency criterion. Thus these methods tend to ignore many information of 
evaluation by using Saaty’s consistency ratio. While previous methods dealt with weight of each 
evaluator, there have been no studies that tried to aggregate group priority by using weight of a group 
unit in aggregating individual judgment. In order to overcome such problems, we introduce the concept 
of Taguchi’s loss function and develop a loss function approach, which is a new method for improving 
group judgments aggregation. The loss of evaluation quality will be used as the weight of group in 
aggregating group judgments. We call this method the Weighted After Geometric Mean Method 
(WAGMM) and the Weighted After Arithmetic Mean Method (WAAMM) for convenience.  
 
2. Group Decision Making in the AHP 
Group decision making involves weighted aggregation of different individual preferences to obtain a 
single collective preference. This subject has received a great deal of attention from researchers in many 
disciplines. Two of the methods that have been found to be most useful are the geometric mean method 
and arithmetic mean method. Unfortunately, it is extremely difficult to accurately assess and quantify 
changing preferences, and to aggregate conflicting opinions held by diverse group.  
 
3. Loss Function Approach 
Loss function has three types of characteristics such as nominal-is- best characteristics, Smaller-is-better 
characteristics and Large-is-better characteristics.  
We first introduce an expected loss derived from Taguchi’s loss function in order to obtain a collective 
and aggregated weight of an evaluation group. We take a loss function for smaller-is-better 
characteristics, according to the fact that it is good judgments, as consistency ratio is near to zero. An 
expected loss for this characteristic is obtained by the sum of mean and variance as the following 
equation (1).  

)()( 222 µσ +== kykEL                                                        (1) 



Proceedings – 7th ISAHP 2003 Bali, Indonesia 176 

We next propose a new function called the ‘evaluation reliability function’, which transforms an 
expected loss to a collective weight of the group. The ‘evaluation reliability function’ is defined as the 
following equation (2).  
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Where, α  is coefficient by each dimension. When an expected loss for consistency ratio of a group 
becomes 0, the weight of the group has a value of 1. When an expected loss is beyond tolerance limit, 
the group has a value of 0.  
 

 
Fig. 1. Experimental design 

 
4. Findings 
The findings are classified into five categories through comparison of results. 

GMM versus AMM: Our experimental results show that the rank of geometric mean method and 
arithmetic mean method commonly is not different. It is certain that the ranks of GMM1 and AMM1 are 
same as mentioned Aczel and Saaty. The other comparisons confirmed us that GMM and AMM are not 
different in aggregating individual judgments.  

Application of CR versus Not Application of CR: The comparison results for GMM1 (AMM1) and 
GMM2 (AMM2) are little different. These results indicate that methods by Saaty and the other method 
are not different. That is, in aggregating individual judgments to a group opinion, consistency ratio does 
not impact on group priority.  

GMM (AMM) versus WGMM (WAMM): The ranks GMM (AMM) and WGMM (WAMM) are the 
same. Individual weight by consistency ratio does not impact on group priority. Particularly, the more 
number of evaluator, the lower impact on weight.  

GMM (AMM) versus WAGMM (WAAMM): The rank of GMM (AMM) differs from the rank of 
WAGMM (WAAMM). This result indicates that a loss function approach is appropriate for aggregating 
individual judgments.  

WGMM (WAMM) versus WAGMM (WAAMM): The comparison results for WGMM (WAMM) and 
WAGMM (WAAMM) are different. While the weight for each evaluator is calculated in WGMM 
(WAMM), the weight for a group is calculated in WAGMM (WAAMM). This result indicates that the 
difference is occurred by a way to derive weight. It is proved that loss function approach is better method 
than others.  
 
5. Conclusion 
This study has developed a new method to derive group priority. For group decisions, we used an 
expected loss of a group and evaluation reliability function. As shown above, this process of proposed 
method is very simple and appropriated to derive group priority. 
This method has some limitation. First of all, the loss function approach proposed in this study is not 
applied to the highest level of a hierarchy. Thus, it is necessary to develop a way to be applied to the 
highest level. We only proposed evaluation reliability function for pairwise comparison matrix from 
three dimensions to seven dimensions. However, it is necessary to extend it to eight dimensions and nine 
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dimensions. We made an evaluation reliability function into exponential function. It is necessary to 
develop various form of evaluation reliability function according to characteristic of a group.  
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