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ABSTRACT
{ o

For the elgsnvector priority method , we know that some elements of a judgment
matrix would be revised if the princfpll eigenvalue of the matrix is too great,
T.L.Saaty [i} suggested some revision methods. This paper discusses the problem in
theory. For a situation that one pair of elements are revised only, we show that
which elements , how are revised will lead a desent of the principnl eigenvalue.
For the repeated revision, we construct & iterative procedur and prove its coave-
rgence,

1. INTRODUTION

The eigenvetor priority method of the single criterim needs fo evaluate the
principal elgenvalue and slgenvector of a judgment matrix, If evainated principat
eigenvalue is too great, it shows that the consistency degree of the judgment matrix
is bad,and so that the reilability of the obtained priority vector is bad else. In
this situation,we should revise some elesisnis of the judgment matrix. T.L.Saaty [1]
suggested sone revision methods This papsr discusses a situntion which revise onty

Q ., one pair of elesents, e show that which etements;how are revised will tead a desent
of the principal elgenvatue. For the repeated revisiom, We construct a Iteratlve
procedure and prove its convergence. lust as pointed as by T.L Saaty [i],to reatize
the revision of & judgment matrix should pass through the revision of the pncntice
judgment. However, reseaches here is meaningfuil,
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2. NAIN RESULTS
Let' As(s,,] be anm aXn positive reciprocal matrix , p (A) desotes the prin-

cipal elgeavalue (l’erro.n ‘root) of the matrix A. a.. be any nondiagonal etemsnt in A,
we change a,, end a,, into ta,, and o, /t respectively where t>0 and other elements
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do not chenge, Thus, we obuan N nsy matrix A _(t), ny cIH o pCA (D PCA) is
alwsys tenabte Ior any p:],} we say that thc _slemont Boen Is proper. Conversety, if
there exists some or othsr t snch tlnt p(A,,(t))<p (A). we fay that a,, is imp-

roper. It is quite evldont that a,, be proper is equivalent to that a,, be proper.
We have the following rosults.
LT
THEOREN 1. Let Az{a,,] be an nXn positive reciprocal matrix .
(98 Assune r'(v,,v., > W, ) lm! u=(u, u, -, u,)" are, respcctively, the right
and teft m‘inclpal eigcnveetot ol the Jttrlx As(a,,], and -
. &.-(t...-./u. XNa, ,n,./0,) «@-»
then, 2., be proper is equivalent to 8,1 .
€2) If »,, is improper, then there exists two posltive nusbers t, and t,, t,<t,
and t, =1 ort, =1 such that
p(A..(t))<p(A) vhen t€(Y,,1,);
pCA.LC1)=p(A) when t=t, or t=t,;
pCA(t>p (A when 1<t or >t
(3 If g..>1, then t,<lsg,., t.-l: It 9,.<1, then t,=1, 1-g,.<t,.

.

H r > -
A positive reciprocal matrix is called consistent if n.,‘,q..=a..,for alt i,j,k.

THEOREN 2. A positive reciprocal matrix fs consistent if and only if its all
nondizgonal elements are proper. N

*

The theorea 2 shows thul a nonconsislent positive reciprocal matrix must have
some improper olements, Using C1) of !he theorem 1, we can test which olements
are improper, Nouover, (2) and (3) of the theorem I supply a revision direction
for to decxnse the principat aigenvalue

Baeause to obtain a satisfied rcsnlt is not certaln uhen we revise a pair of
elements one time, therefore reputad revisions are needful, On this, we propose a
iterative algoritha, . i

ALGORITHN 1. Let A=[a,,] be an nXn nonconslstent )osltive uqiprocal matrix,
axlat‘rlx seguence (A(k)) is prodncad by lhe follouing itarauve procedure
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1 Lat ACD=A and k~l.
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2. For matrix A(k), compute its right and left principal eigenvector respcii-

vely
w(ko=(w, (k), -, w.(kd>) and uCkdzCu, (k), -, u, (k).
and tet
g,.,(k>=[a, , (v, (kdrw, (%)) [, , (kdu, (k)u, (K)) N
3. If g,,¢(k>=1 for att i,j, then algorilhm ends. At present , the matrix A(k)
consisient,
4. Firstiy, choose (r,s) satisfying y..(k):uimg({g‘_,(k)) ®

and choose arbitrarily a number t(k) in the interval {l,g,.(k), 1-€(I-1-g,,.Ck},
where the positive number e <I. Next let

tckdya,, k), (i, jr=(r, s
a,,(k+#1) = {a..(k)/t(k), (i, j)=¢s,ry °
8, ,(k), L, I#(r,8), (s, 1)

5. Let k=k+1 and go to step 2.

If the algorithm 1 ends in the k-th iteration, then the produced ACk) is
consislent, oherwise, it produces a matrix sequence {ACK)} . On this we have the

following cenvergent theoren,

THEOREN 3. Assume A=[a,,] be an nxXn positive reciprocal matrix which is. non-
consistent, and a matrix sequence {ACk)) is produced by the algorithm I', then
we have

p (Ack+1))<p (ACk))  for all k.
and

kin o (ACk))=n.
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3. PROOF OF THE THEORENS

At first, we prove two lemmas,

LEMMA 1. Assume the definitions of matrixs A and A, (1) are as section 2. Simply

denote A=-p(A). Let A, (1) be the costructed submatrix by the former (n-1) rows

of A,_(t). Suppose that x=(x,,-+, X,)* is the solution of the system -of quations.

ted
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in addition, tet

n-l
fCt)=a, ,x, t+33a,,%,+(1 ADX, : -

j2

Tpen we have that p (A, _(1)<A (-A, >A) if fCt)<0 (=0,>0).

PROQF. Let the produced submatrix by the former n-1 colusns of 4,(t) be A2, It
is well known that p(A,d)<A ([3],p30), consequently, (AI-4,) is invertible and

oo
(Al»ﬁ,)":(l/l)(E}(A,/A)'»ﬂ -
=0
Therefore, the solution of the system of equations (3-i)
Xy ta,. i
- |z (Al-A" | a . %=1 -1
Xees 2. ..
is a positive vector, .

Let X=diag{x,,%,,,x.} and B=[b,,]=X"*A,. <)X Thus from (3-1) we have

n
Sho,=A =12, n-) (3-4)
1=l
from (3-2), it foltows that
n
fcty - b, A 35
izl

therefore, as f(1)<0 (=0,>B) so
n
Zhoach AL 220 (3-6>
j:

using lesma 2.5 of {3}, from (3-4) and (3-6) we conclude that
p(B)=p (A LC(1)I<A (=A, >A) 3-7

which completes the proof.

LEMMA 2. The difinition of the function f(1) is the same as the \lcoma I, we
have that

1 If fCt) has the double roots t-1i, then etement a,, is proper

2 If fCtd has two distincl positive ronts, then etement 2, 15 i1mproper

0




PROOF Let H='h,, =CA1-A,) *, now the expression of the solution (3-3) is
ol
x,:th.,a,.+£2h,‘a,., 1=, 2,°, R 1 (3-8)
J

From ¢3-8) and (3-2) ,we reduce thal

f(t):?g 2, ,h,, 8 Ot (%la,,h,,a,,);n(?g nzla.,h,,a“‘h..ﬂv}\) (3-9)
j=2 1=2 iz2 =2
The function f(t) is abbreviated to
f(t)=at+B -1+ & 3-10)
Because t=] is the root of (1), therefore &=-Ca+p).
f(t)=at+p/t~(a+B) 31D
two roots of the function f(1) are
t,=(a+p-" a-g | )2« (3-12)

t,=(a+p+| a-B | e
namely, either t,=1, t,=a, 8, if B>a or t,=B.a,t,=l, if B<a.
The mininal point of f(t) is t"=¢B . a)*“*. The condition which f(1) has double
roots t,=t,=1 is a=p. )
If fC1) has double roots, them fCt)>0, i_e. p (ACI))>A for any t#)]. conseque-
ntly, a,, is proper, If f(1) has two distinct roots t,<t,,then fCt)<0, i.e. p (ACt)I)<A

for t€(t,,t,), consequently,a,, is improper,which completes the proof of the lemma 2.

PROOF GF THE THROREN 1
No! lose generalty, we prove the theorem for a,, only. The part 2 of the theorem

was proved in the proof of the lemma 2. Below we prove parts 1,3 Let

w, 2.
:. = (ATI-AD" . s W=
W... L

Cuy, =, v, ., 0=Ca,,,, a, . ,)AI-4,)", u=1
then w=(w,,+-, w,)" and u=(u,, -, u, )" are the right and teft principal eigeaveclor

respectively. Using notation H={h, ,}=CA [-A,> *, we have

n-1
W, = 2 h-.aa.;.
1=1



n-1
4, - z a-ahan
§=1

o

and
Gua (2, W, W e, 0, /u )=Ca +h,, /(B thy ) -1
where a, B are difinited by (329) and (3-106). From the proof of the lemma 2, we know
that a,_ be proper is equivalent to a=8, and from (3-13),it is equivalent to g,_=}.
1f g,.>1,i.e. a>8,then t,=Ba<lsg,.<I, t,=1. simitarly, if g,.<I, then t,=I,

t,=8 -a>l-g,,>1. Thus, the proof is complete,

PROOF OF THE THEOREN 2
The mnecessity is evident. Prove onty the sufficiency. Suppose that nesdiagonat

eiements of the matrix A are all proper. Since g,,=1 for all i,j, we have

a,,u, /W, 23, u, /W, for all i, 3-10 o]
Let d,=(u, %, >"",iz1,2,+, n. and X
D=diag(d,,d,, -, d,) (1-15) l
then ?
a,,d, ~d,=a,,d, d, for all i,j 3-16)
nanmely
DAD"* =D A*D -1

The above formula shows that DAD™' is a symmetrical matrix, h owever, itself is also
positive reciprocal, therefore, DAD * zee’, where e=(1,1,--, 1)*. So that A is coasistent,

conpleting the proof of the theorem.

The proof of theorem 3 is omitted. e
Finalty, we give a example
1 2 12 9
A={12 1 2 3
¢ 172 1 9
19 1.9 1-¢ 1
Q
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The principal eigenvalue is .p (A)=7,3+a, the right and left principal eigenvector
are w=(1,1,1.8-9) and u=(l,1,1,92) respectively, where 2=¢(73)*“*-5)/4. Element 2, =9
is proper, MNoreover,

B, "W, ‘W, :?agl% a,,~w,ow, | }=1,158
.
This shows that determining revised element by means of max{ ] a,,-w, w, | } Is

1,
Ky

sometimes not suitable
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