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ANALYSIS OF VARIANCE IN THE ANALYTIC HIERARCHY PROCESS

b
Yujin Shen
The Stockton State Co ollege
. - Pomona, New Jersey, 08240
U.S.A.

ABSTRACT .
In 1977, T. L. Saaty developed the Analytic Hiemt:hy Process, which is widely applied in decision sciences.
Fot each level*of the hierarchy, a pmrwnse comparison matrix A is made by each judge i in a group and
the weight vector is then derived froni the matrix. Very' often, these weight vectors are different from
each other. This paper applies the multivariate analysis of variance to test if these weight vectors ate
statistically different provided each judge:can repeat his or her experiment several times.

1. \Intreduction
In the Analytic Hierarchy Process we very often have several judges to do pairwise compatisons for any p
given objects in a given level of the hierarchy and get several sets of weight vectors.

Due to sampling errors and differences among the judges, the sets of weight vectors thus derived might be
different. Our concern is whether these differences in the observed sets of weight vectors are statistically
significant. If they are not statistically significant, we can therefore assume that the observed differences
among the sets of weights are due to sampling etrors.

A way to attack this question is to use the method of multivariate analysis of variance of one way clas-
sification, which can be found in any standard multivariate textbook. We will follow in this paper the
approach of Donald F. Morrisor (1976) in his book, Multivariate Statistical Methods.

2. Theory and method .
Suppose there are k ju'dges and p objects to be compared in a given level of the hierarchy. Each -judge
represents one treatment in the analysis of variance. The jth judge, y = 1,2,....k, is asked to do .V,
pairwise compansons independently. In many cases, this assumption of independence can be made tme
through experiment. Based on the results of the jth judge, we get N, cigenvectors, &y,, ..., Ty, which
are all the estimates of the true weight vector, where

= (u'l,ylv LSS TRAREY u'l,y)

is the cigenvector of the pairwise comparison matrix made by the jth judge in his ith set of pairwise
comparisons.

Define
= E{&)) = (E(win ) E{ey2),e 1E(ig,))
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forp=1. .k
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Our linear model can then be written as
u'ul =My - ‘aﬂ
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for j=1,...,5 i=1,....N), I = 1,. ..p, where ¢, is.the error term.

The null hypothesis we are interested in testing s

Hoiiv == = h
But noti?e that 7wy = 1. which implies that X7, p50:= 1, for 3 = 1,... k. Therefore the null
hypothesis
Ho:fiy=jiz= --=jix
is equivalent to the null hypothesis
(1 H2 FL
#12 #21 ez
Ho: . = : = .. =
H1p-1 Hip-1 Bkp-1

Thus we would drop the last component from. all the eigenvectors @, to test Hp.

Define
S-I?,' = (wu‘l' W2, tu'tj.p—l)n
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1where X. has been pastitioned into k N, x & mbmntncu. . v . T
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and ,:. * » A b
* ,\'=N|+”.V;~§-~---§.’_V,‘.
Then our linear model can be written as .

Y = YB%E.

e -

To apply the method of analysis of vaziance, we have to make the distribution assumption on the § y., s,
namely, the §;'s have the mdependent "pormal. dtsmbuuon with mean vector (g1, pjz1-- .1 #5p-1)" and
common unknown covatiance matrix & for j = Lk iz 1.0 Ny

To test the null hypothesis . .
it 23 B -
( PPl ST O I I
m,;..; } Haip-t Hkp-1

against the alternative hypothesis H, that at least two of the above mean vectors are different, we first
compute the following two {p— 1) x (p — 1) matrices H and E. The (1s)th element of ¥ is defined to be

h v
T 1
h,, = Z 7 - EG,G,.
FL 1}
The (rs)th element of E is defined to be -
»? x N T..T:
‘ €y = E Z Wyyr Wijs — Z —!—l_
1=lzml =1 i
where . ,
7}" = Zwo'jn
i=1
and .
&
G, = ZT.'!’
1=t

"

forr=12,...,p-1,s=12. ..p- L

The H matrix gives us the sum of squares due to the differences among the judges and the E matrix gives
s the sum of squares due to the sampling etrots. .-

We then calculate the g:eafﬁst cigenvalue ¢, of matrix HE™!. Define 6, = £, with parameters 5 =

min{k—1,p-1), m= !'—'—gi-'— and n = "L;—“l in Morrison's book there is a distribution fuuclion table
for the random variable 8, with the above parameters. The decision rule is as follows: If , < ¢, accept
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Ho; if 8, > ¢, reject Ho, where ¢, is the critical value found from the distribution table of 9, with the
apptotiate parameters 2, m, and n and with the given significance level a. 0

If Hy is rejected at o level of significance; we'then would use the methods of multiple comparisons to get
the 100(1 - a) percent simultaneous confidence intervals on all linear functions of the means contrast as

follows:
: aycj ;N — 2 Ea )
h=1j=t I-c 1=t &,
-1 &
< Z Z“kcjﬂjh
h=1 jal
r~1 & L] c:_
< 2 Zabc)ﬁ’:k + 2 N,
Azl j=al ;=l
where @53 = 310 S, & = (a1,03,.. «1Gp~1) is any p — 1 dimension vector, AZ:H ¢; = 0 and c, is the
eritical value of the dmnbution table of 8, with parameters s = min(k ~ I, p—~ 1), m = ‘5:3'&, and
Nak-
n= s . o]

In particular, if & = (¢, c3,...,¢x) is the vector with one in the jth position and negative one in the (j+1)th
position and zer0 elsewhere, we would have the 100{1 — a) percent simultaneous confidence interval for
the linear compound .

p-

Z ax{pjin — Bivral

a=1
of the difference of the effects of judges j and j+1.

3. Conclusion

This paper applied the multivariate analysis of variance to test if the welght vectors derived from several

judges are statistically different. Multjvariate one way analysis of variance seems useful in handling the

variations due to the xamplmg errors and the differences among the judges. But it requires that each judge

do repeated pairwise companwnx ovet! lhe objects independently, and hence the process takes:more time.

The assumption of multinormal dutnbnhon of the estimated weights seems to be questionable, When we o
have a balanced design, the t#st will be iore powerful.
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