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ABSTRACT

DECISION MNAKER is a software systes based on the Amalytic Ilerarchy Process (AHP)
suggested by T.L.Saaty. It is designed For IBf PC vith a vlde range of applicatlons.
‘Having beon used by many people In various flelds, ve would I'lke to draw a checklist
for softvare revlev and analyse the DECISION MAKER according to it. The evaluation
wl1! contribute to improve this software. As a result,a good softwvare vil] encourage
us to make declislons acre sclentiflcally and help us o make decisions more
convenlently.

1. General

Many softwares based on AlIP have been developed, and DECISION MAKER, iuplemented In
the Northvest Teacher’s College, s one of thes. This has been used by many people In
wany ffelds such as teaching quality evaluatlon, athlete-tralning, research projects
cholce and s0 on. As other decision-making softvare based on the AilP, 'DECISION HAKER
wlll help its users to organlze factors of a problem lInte a hlerarchicatl
structure and calculate the prioritles of the altornatives respective to the top
node. After putting it into vork for a period of time, wo think therc Is a need to
review the prograa for future developaent.

Ising the DECISION MAKER, ve place the goal of our problem analysis at the top of
the hierarchy. Eleaents (n the I[nteraediate levels are criterla of the anatysis.
At the bottos of the hlerarchy are soither alternatives of the problem-solving or
dotalled iteas of the probles analysls {21,

Haln features of the DECISION MAKER are:

— edlting hierarchical structures,

— printing-out the structurcs and their relevent data,

— computing local and global weight wlth consistency check,
-~ interface to database, and

— sensibility check.

2. Data Structure of a Node

<

<

|
|
|
One of the main points In the programming Is to store nodes In order to construct a ‘

hierarchlcal structure. Within a hierarchy, a node has at least one parent {except
the top onc) and at least one child ( excl. the leaves ). From this point of viev a
node canr generally be defined as following:
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def ine NODE record

begin
char NODE_NAME; ~
roal GLOBAL WEIGHT; '
Int NUMBER_OF_{NFERIOR_NODES; , .
array typo of NODE Infnode(NUNBER_OF _INFERIOR_NODES];
rea) LOCAL_WEIGHT _OF_INFERIOR_NODES}

real array ELEMENTS_OF_UPPER_RIGHT _JUDGEMENT _MATRIX:

end;

Vith the data structure above, we can describe hierarchical structures complotely.
The nusber of superlor nodos for root s 2ero and the NUMBER_OF_INFERIOR_KODES for
leaves I8 also zerq. The elerents of the Judgement matrix for & node vitl 6nly be

pax"tiiy f;%ed, namely, the upper right part of the matrix. Its number I8 therofore
netn - 1)/2.,

3. Structure of the Systea
Features of the systems can be divided Into<lolloving categorles:

cursor: Move the curser vwhich polnts to the curreat node rightward, left-
ward, upward, and downward.

edlt: These are functlons to create, roname, and delete nodes. The re-
lat lonship with nodes (n upper lével vl11! be established here.

-

The “edIt™ functlon offers a convenient way to set up a hlerar-
{ HAIN | chical structure.

I :

| MENU nodes. Sensiblllity analys!s !s also avallahle after synthesls,
t——d | nark: Mark the current node vith a nusber hetwsen | and 9.

Jump: Jump back to a marked node. UsIing “mark” and “jump” we can [ind
a node easily oven [n a big hlerarchlcal structure.
t help: Help users to see tho user manual.

r
|
|
|
i
b4 compute:This functlon is used to calculate global or loca! valght of
]
|
|
|

4. Guldelines for the Evaluation of a Declsion-Making Softvare

Evaluation of a softvare concerning a vide range of criterla vhich In turnt can be
dlvided iato folloving categories:

(1). Vhat,-why, and for vhom?

(2). Prograa use.

(3). Kotlvation.

(4).- Executlon tiame.

(5). Users’ polnt of view.

4.1 ¥hat, Why, and for Whoa?

The reason ve need & softvare for making soclo-sconomical or sclentific declsions Is
very clear. Decislon-making softvares for sclentists, adalnistrators, or managers
say be different. Sclentists prefer quantitative analysis which can bo obtained by
masslve nuaerical data. Therefore, these data should be treated in a speclal vay
before they are processed by AHP. On another aspect, software for decislon makers in
aduinistration and managesent should always have a good menu whlch are “very" user-
friendly. Detalled menus will! heip thea to overcome psycological handicap In order
order to sake declsjons wvith the software.
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As the AHP, the DECISION MAKER is a tool for solving gquantitative and/or qualltatlve
probieas for elther decislon makers or sclientlsts.

4,2 Progras Use [1]

Classificatlon of prograas by thels uses s difficult.Careful analysis notwithstand-
ing, definltlons seea doomed to fuzziness, and a glven program may seem to It In
nore than one categorles. Moreover, the use of 3 glven program may vary from person
to person., A program written with a speclal use In mind may be uscd In cogpletely
different ways by each of the users. Despite the difficultles Just noted, foltowing
defInlitions are proffered as an aild to the classlfication.

Educat fonal vs. Practical:

An educational program based on the AHP- is designed for persons to learn the AHP.
Sufflclent hints and detalled menus should be giver. Faor the practical use, it Is
often required to'hqule'vlth large-scale Eatrices in order to meat the demands of
the real world(4l.

Managerlal, Adelnistrative, and Sclentiflc:

AliP has been used for declslon-making ln a vlde range of flelds, but they are malnly
wanager lal, administrative, and sclentific. Sclentlific decision s quantitative
rather than qualitative while an admInrlstratlve declslon i{s more qualltatlve. Char-
acteristics of nanagerial decisjons are betvween the both above. A software should
care these difference and Indlvidual speciallty.

The DECISION MAKER I[s a software developed for both educatlonal and practical
purpose. It Is ahle to handle with large scale matrices, especlally to select the
best from over one hundred alternatives that Is somctimes mecessary for the decfsion
making In the real world. Not only can the. DECISION MAKER do qualitatlve analysls,
It can also achleve exact numerlcal analysis. From thils point of view, it Is a
software for declslon-waking In adminlstrallve, managerlal as well as sclentiflc
problens.

4.3 Motlvatlon (4]

There should be options that Increasc user’s motlvatlon In order 1o reach a
“better” declslon. Some of these optlons Is a functfon of hardware being used.
Important options can be imagined arc:

User Involvement: The proper degree of Involvement should be adequate. Declslon
software, being dialogues, will achjeve nothing wIthout user
Invalveaent.

Uscr Control: Several concepts may be Involved here. Options avallable to the

users at the beginning of the progras may Include dlfferent types

of data eotry, rcsponse, test, and provislon of Lelp € at “the
user’s request ) at any polnt in the programs,

Output Formatting: Output of the system may be on the monltor or on the printer.They
should be easily understandable,

Graphics, Animatlon, and Color: The functlonal use of one or more of these features
can enhance decision-making. The use of graphlcs, animatlon, or
color ‘must be examlned carefully to essure that they support
concept development. One mlght begin that cxamination by asklng
vhat would be lost il the features were omitted.

Voice and Nonvolce Audlo: The use of volce for warning and output has conslderable
potentlal. Be avarc that mlsuse of volcc may be distracting a
terminal rooa.
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The DECISION MAKER asks its user for Intensive involvement. Other motlve functlons
are pript-out, .help functlon, graphics in color, and beep for warning.

4.4 Execution Tiwe

The time required for the usc of a program wlll vary considerably. Load time depends
on the coaplexity of the program and media ( cg. floppy disk or disk ). An lmportant
time factor Is the matrix hand!ling which Is often used In the AP to evaluale elgen-
values and vectors. Scale of matrix [nflucnces the computation time signlficantly.
Quick algorithos should be used In order to shorten thc computatlon time. Level
nuaber and element number are other factors. Executlon time Is a synthetic estimate
of these factors. Performance of the DECISION MAKER In calculating the eigenvalues
and elgenvectors Is ifsted In Flg.l.

e — T T T e

| Dlmension of Malrix | Average Tlme ( sec.) |
b———————— ——te e — e 4
I 3 l 1.533 1
F————————— +-————————— E|
; 5 1 2.8 1
b F————————— 4
{ 10 | 5.2 {
b F——————————— 4
] 15 I 8.867 I
b F————— 4
i 20 | 14.33 1
U, e ———— g

Fig.1 Execution tise of elgenvalues and -eigenvectors of a n-dimenslional matrix

4.5 Users” Point of Yiew I5, 61

Following key words are often used by users o vlev a program:

(1} Flexibility: A decision-making program should be used to accomodate a range of
criterla levels, or elements within a level vith respect to a glven probles.
In the DECISION MAKER, input dealing with setting up hlerarchlcal structures
aight offer up to 10 levels or up to 18 nferiors under a criterta, and over
109 alternatives as Jeaves.

(2) Screen Forsattlng: Formatting refers. to the physical layout of text and graphlcs
presenled on the screen. Some good examples are centering of data, a few
Iteas on the screen under the user’s control vhen the next Items appear, and
reverse-fleld printing of key Items. In the DECISION MAKER, poor formatting
including a full screen of text wlth single spaclng, too many graphics,
cont inually flashing displays, and text scroiling off the screen s avoided.

(3) Need for External Informatlon: Generally speaking, the more self-contalned a
prograr {s, the better. However, certajn things require the use of external
materlals, for example, [t often happens when one wants to get started with
the declsion-making software. The DECISION MAKER contains 2 brief manual, no
additional printed matters are needed except the introductory hook(1] of AHP
from Saaty.

(4) System Robust: System errors may be Introduced by lmproper calculatlons, errors
In the loglc of programs, or Input that [s conceptually correct but does not
meet the form required by the program.The DECISION MAKER has a speclal Input
routlne, and [s Intended to prevent all syslem errors --syntactlc errors and
{mproper fInput - In order to prevent from uncxpected disruption.

623

e




(5) Sluplicity of Input: A prograa should ¢nsurc that 3 ysor knows when and In what
fora ‘input Is needed. In the DECISION MAKER, charactors vIth speclal mcaning
arv avoldml. Input locatlon IS standardized throughout tho program. Typing
requirenents aro miniaal, aespectally by setting up a Judgoment satrlix.

f6) Quallty of Responsa: Respoise to users of the DECISION MAKER Is easlly under-
standahle. Response to Incorrect {nput Is noutral and no systos disruptlon
w111 be aroused from It. ,

(7} Tutorlal: Ideally, tutorlal programs should be fidelity slmulations of tho bost
teaching behavior for the poople who vant to got started. [n the DECISION
MAKER, a lutorial Is Included In the program.

(8) Whistles-and-Bell: prograss deslgned to acqualnt the user with those character|-
stics of a computer system that may have offects of varning and and stisula-
ting.

(73 Documentation: In the DECISION NARKER, no printed materlals is nceded. All
doscriptions concorning the software are vritten In the diskette.

(19) Possible HodIflcationt For the easy malntepance, nodlficatlon of the DECISTON
HAKER Is not possible,

5. Set up a Hlerarchlcal Structure

After onterlng the namc of an appllcation model, we may use the editing function to
set up a hlerarchical structurc. Except the root, rclatjonship among a node and Its
supariors will be estahlished. Its glohal welght Is the mean value of the nodes in
the same level by defauit. The leaves have no descendents.

Great offorts have heen made to form the structure Into a hlerarchy. We generate all
clegents within a layer flirst, then ascertaln its rolatlonship with al} clcoments in
upper level onc by onae. Simllarly, If a nods Is deleted, its relatlonship with all
fathers and descendents will be cut. This will bo donc automatically.

Theoretically, no restriction of element nuaber and level number should he made. But
taking the llmitation of physical memory capaclty and the computatlon tlde inte con-
sldoratlon, it Is lapossible. Furtheraore, only part of the structurae can he scen on
the display monitor.

-

6. Some Romarks of Lhe Software (3]
(1) The DECISION MAKER can represent not only stryctures shown In Fig.2a, but alse
those In Flg.2b Im an Intultive way.

A A
r—+t—n r—t-n
B1 1z Bl B2

r—t— p—teqy pe—t—q p—t—q
¢l c2 c3 ¢l c2 ]
R Ramiaakty SEE teg—t—gp——4
1} D2 D1 D2 n3

Fig.2» Fig.2b

(2) A quick mode Is provided. Sometimes, detalled mcnns #3re cumbersome for expor len-
ced users. The quick mode without all hints except these are neccssary, wilt .speedup
data entry.
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(3) To enhance the numerical analysls, somo easy statistical routines are added to
the progras.

(4) Interface vith database Is provided. The database has an unique relation:

Structure: NODE ———— RELATION ——-—— NODE
Example : Tree necds vater

where RELATION 1s a verbal description of the relatlonship between the upper and

lower nodes. Vlewing from the example “Tree needs water™, we will know that the

database has the function of storing explanatory informatlon which can he used

by expert systems. Toward an [Inference englne of expert systems Is the next
stage development of thls softvare{7].

(5) For the sake of more powerful decision-making and faster computation, a now ver-

‘slon of this softvare which %ill run under YMS oporating systeam on VAX machlnes, s

being developed. .

fAcknow ledgement |

This project Is supported by the Natlonal Sciencoc Funds of China.

REFERENCES

[1) Saaty, T. L. “The Analytic Hicrarchy Process”, McGraw-Hill Company, 1980

{2] "Expert Choice” Softvarc and User Manual, Decision Support Software Inc. Nclean,
VA, 1985

[3) Gou, P. Z. and Vang, Z. H. “Software for the AlP”, Graduate Essay in the Nortih-
vest Teacher’s College, 1987

{41 Dennis, J. R. and Kansky, R. J. "Instructional ComputIng”, Scott, Foresman, and
Company, pp.45-78, Illinols, 1984

{51 Micro ... Publlications in Review (Vogeler Publishing Inc., 11linols), 1984

161 Invorld fleport Card on Ylcrocomputer Software, Inworid Pub., MA., 1983

17} Chen,S.C. “On Structured Knowledge Base and Computational Reasoning™, Ensemhles
of System Engineering, Gansu, China, 1988




