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Abstract: In this paper, an evaluation and selection model is proposed. This 

new model combines the Analytic Hierarchy Process (AHP) with the Infor-

mation System Management Planning (ISMP). The ISMP is chosen as the 

hierarchy-constructing method. That is to define the global enterprise infor-

mation system scheme, and its evaluation criteria and weights by the head-

quarters of enterprise. 

The group decision making method of the AHP is also modified in the 

proposed model in order that each organization (local enterprise) may apply 

this model easily. So that the goal of combining the evaluation and devel-

opment for organization (local enterprise) information system can be reached. 

It is found that the proposed model can not only match the global enter-

prise information system scheme but also meet the needs of group decision 

making under multi-criteria. Hence the new model is expected to be able to 

provide more reasonable and practical results. 

Key words: Analytic hierarchy process, enterprise information system, group 

decision making, information system management planning, multi-criteria 
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1. Introduction 

The evaluation and selection for an' information 

system (IS) is quite different from the purchase 

of other goods. The major differences are: the 
various complex options of an IS. the demands 

of an IS depending on the total requirement of 
operations, the explosive -growth of informa-

uon technology, and the difficulties in .estimat-

ing cost and benefit of total IS. etc. Many 

Models which have been proposed for the evalu-

ation and selection of an IS focused on various 

aspects: for example. the criteria like cost/benefit 

(Ahituv and Igbaria [2]. Shoval and Lugasi [11]), 

empirical models (Griese and Kurpicz [4]). and 

mathematical models (Lehman, et al. [6], Shoval 

and Lugasi [10]). 

But the most important aspect of an IS is that 

of management. So. when evaluating and selecting 

IS, it is important to select an appropriate model 

based on management characteristics and then 

evaluate under multiple criteria by group deci-

sion-making (Fichefet [3]). Also, practically, the 
ealuation and selection of an IS for each orga-

nization (local enterprise) depends on its devel-

opment. environments, and budget. Whatever the 

result is it should match the global enterprise 
information system scheme. The model presented 
combines the Analytic Hierarchy Process (AHP) 
and the Information System Management Planning 
(ISMP). It is expected to meet the above needs 
and provide more reasonable and practical results 

2. Principles of the AHP 

The AHP breaks down the decision problem 
into separate elements. i.e.. a hierarchy structur-

Mg. then obtains pairwise comparison matrices 

through the pairwise comparison of all elements. 

It sets the relative weights (importance) by the 

eigenvalue method. Finally, it determines the 

overall priorities of alternatives. In decision-mak-

ing. it may measure the consistency of each 

level and the overall hierarchy by means of a 

consistency ratio (Cl.). The important founda-

tions of the AHP's hierarchy constructing and 

group decision-making are as follows: 

(1) hierarchy construction 

The AHP decomposes a complex problem from 

high level to low level by a hierarchy. In con-

structing a hierarchy, it assumes that all entities 

of each level are independent of each other, then 

it decomposes the problem into levels of goal. 

objective. criteria. 'and alternative (see Fig. I) ( 

SaaV [7]). 

level I (goal) 

level 2 (objective) 

level 4 (alternative) 

Fig.! Hierarchy structure of the AHP 

(2) group decision making 

In decision-making, individual judgments about 

the measurement or ratio of objects are always 

subjective and are easily changed because of the 
environment_ By the way, the decision environ-
ment frequently changes and many decisions are 
hard to be made by individuals. In order to make 
better decisions, group decision making has re-
cently been employed to conquer the risks in the 
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decision process and to mold individual opinions 
into a group opinion. 

In [Eq. Saaty stated that there are two ways to 
integrate multiple decision makers' opinions in 
the process of the AHP. One is to debate the 
judgments and vote until consensus or compro-
mise is reached, the other is to take the geomet-
ric mean of individual judgments to form a 
combined judgment in a group. 

a. debating and voting 
When in pairwise comparison, all decision 

makers have full debate on each priority. Un-
doubtedly. in social choice process. it is ideal 
that each decision is made by way of group in-
teraction. But the process of debating and voting 
is 'liable to be time consuming. 

When applying this method, one will probably 
encounter the following special problems: unequal 
power and expertise, variable preferences, changes 
in preferences, and unwillingness to reveal pref-
erences (Saaty [8]). 

b. the geometric mean as synthesizing func-
tion 

Let au CK) be the element of the Kth decision 
maker's judgment matrix, the element of the 
overall group may be get by 

a = 
k-1 

( 1 1. _I n 

The primary reason for using the geometric mean 
is that it may preserve the reciprocal property 
after synthesizing. The way to decide how well 
an individual's set of judgment corresponds with 
the group's is also determined by the consistency 
ratio (C.R.). 

Saaty [9] let (a11) be an nn pairwise compari-
son matrix formed by taking the geometric mean 
of the individual judgments, and let (W1. W2 

Wr ) be the weights derived from this matrix. 
Since A.= 1. 1 W. so 

EauBj =• 1=si i 

nnoax 

The consistency index (CD is computed by 
(n rh/n: = 1 fa.- ni/n. 

The consistency ratio (CR., is computed as usual 
by taking the ratio of C.I. to the random index 
(R.I.). Saaty [9] also suggested that if the CR. is 
less than 0.10. then the group judgment is con-
sistent. We have critique on the above point of 
view because the consistency (consensus) of the 
decision group can not simply be derived from 
individual consistency. 

Besides the geometric mean, there are other 
synthesizing functions used. Aczel and Alsina [I] 
discussed the synthesizing judgment of the AR?. 
and compared some synthesizing functicins. 

From the above, it is known that up to now 
there is not an effective method to synthesizing 
group judgments in the AIIP. Either the debate-
and-vote method. or the synthesizing functions 
method has its own advantages and disadvan-
tages. It is noticeable for the decision maker ( 
DM) that the former has many difficulties in 
practice, while the latter can only simplify the 
problem. without diminishing the social intricacy. 

3. Information system 
management planning(ISMP) 
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There is no certain process for constructing 

hierarchies in applying the ARP. This paper ad-

dresses the evaluation and selection of the en-

terprise IS. so we construct the decision hierarchy 

from the view of the management of the enter-

prise IS. 

The most important parr of developing an IS is 

to define its goal and scheme in order to meet 

the enterprise objectives. With a top-down flow. 

the planning and control hierarchy is determined. 

from strategic level, tactical level, to operational 

level. With a bottom-up flow, the development of 

the IS is identified by five stages as follows: 

start up. growth, control, planning, and strategic 

planning. 

As Fig.2 (LBM (5)) shows, under each objec-

tive are the processes which are combined into 

several process groups. The information flow be-
tween the process groups also tells the relation-

ship of processes. The above scheme may define 
the global IS strategic planning. 

The accomplished IS planning should at least 

include the following tasks: 1) definition of 
business processes. 2) relationship of business 
processes and organization, 3) analysis of data 
utilization. 4) data classes. 5) relationship of data 

and business processes. 6) total IS scheme. 7) 

design of application system. 8) structure and 
performance specification of each application 
system. 9) information boundary of application 
system. 10 design of data base. 

4.The proposed model 

The proposed model is based on the AN?. 
combines the ISM? as the hierarchy constructing 
method in order that it may match the global 
enterprise IS scheme. The group decision making 
method of the AHP is also modified. The P. 

connectivity matrix procedure is chosen as the 

group decision making method on the level of 

alternative so that it may provide a more rea-

sonable result in practice. 

The proposed model, as shown in Fig.3, in-

cludes three methods: ISM?. ANY, and the group 

decision making method. 
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(1) the ISMP 

Each local enterprise has many IS needs in 

common, so the ISMP should be performed by 

a group made up of headquarters of enterprise 

and experts. In this way, it may be economical 

and provide foundations for latter developments. 

;Then the global IS scheme may act as the deci-

sion hierarchy. 

In hierarchy constructing, there are various as-

pects to be discussed. First, when the hierarchy 

is incomplete, one may get counterintuitive com-

posite weights (Zahedi (13]). The process groups 

in ISMP may contribute to all levels above them 

in the hierarchy: that is. if well-planned there 

will not be any incomplete hierarchy. Second. the 

organizational hierarchy is different from a deci-

sion one, so the evaluation criteria table of each 

application system's performance and attributes is 

necessary. Third. the formulation of the decision 

structure may employ the backward process (is 

yet to be developed into an operational method). 

We suggest that the planners of the ISM? should 

decide what those important elements are in or-
der to construct the decision hierarchy. 

(2) the AHP 

From the global IS scheme, system function 

and system attributes of the ISMP decision hier-

archy, the AHP here may decide the priorities of 

all subsystems: then define the weights of per-

formance and attributes for evaluation. Also, the 
request for proposal (RFP) may be defined. Fi-

nally. the local enterprise may choose its own 

alternative from the above result submitted to it, 

then the overall decision hierarchy may be con-

structed. 

(3) the group decision making 

Above the level of alternatives, for the sake of 

consistency and the reciprocal property, the ge-

ometric mean is employed to synthesize individ-

ual judgments into group judgment. While at the 

level of alternative, the P-connectivity matrix 

procedure is employed as a synthesizing function 

for the f011owing reasons: firstly, to meet the 

developments of each local enterprise with the 

independence principles: and secondly, to meet 

the least violation principle, reflecting individual 

judgment into group judgment which is not 

dominated by anyone. 

The P-connectivity matrix procedure is a mod-

ification of the Borda count method (Tzeng et 

al. (12)), it finds out the complete outranking 

order after the pairwise comparison of the alter-

natives by each individual; then assigns marks of 

n-I, n-2 ..... 0 to the first ranked, second ranked, 

  last ranked alternative (n is the number of 

alternatives). All individual preference can be 

calculated by the sum of outranking order posi-

tion between pairwise alternatives (i,i'). Then the 

least violation principle may be satisfied, the 

group preference may be summarized by all in-

dividual preferences. 

(4) the strategies to solve the possible problems 

In the AHP, all the elements (evaluation crite-

ria) of any level should satisfy the trade-off 

property. Both the elements of the criteria and 

alternative level satisfy the above needs. In the 

present model, we can avoid the above need by 

taking into consideration the subsystems in the 

objective level separately and giving each sub-

system its own hierarchy. 

In addition id the inherent problems in AHP, 

such as evaluation ratio scale and consistency, 

other intrinsic problems are as follows: 

a. rank reversal 
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When we evaluate the alternatives, all alterna-
tives must be evaluated at one time. There will 
possibly be rank-reversal (different ranking) when 
we add or delete alternatives after the evaluation 

b. adjustment of element's weights 
The weight of each element should pertain its 

relative weight to each subsystem, without con-
verting to the overall weight relative to the goal. 
In this way, the DM may flexibly choose the 
subsystem to be evaluated (e.g., choose part of 
the subsystems). 

c. cost factor ratio 
Generally, for example, the cost factor ratio of 

personal computer and peripheral equipments 
ranges from 30% to 50%. To meet the require-
ments of cost/benefit of IS, the cost factor ratio 
may be included in the model presented. The 
range may be decided by the decision group. 
whether the cost factor included in weighted 
calculation or not is also determined by the de-
cision group. 

5. Applications 

In this paper, an evaluation example is cited. 
In this enterprise, the first part of this model ( 
ISMP) is already completed, and then this model 
is applied to the evaluation and selection of the 
enterprise's data base management system ( 
DBMS). 

(I) a brief view of the example 

The enterprise requests an information Co. to 
plan a long-term development scheme of its na-
tional IS. With the ISMP (e.g., Business System 
Planning developed by IBM Co.). the business 
processes/data classes have been analyzed several 

times and the business processes Via similar data 

utilization are clustered in one group. The total 
group numbers are 26; that is. 26 management 
subsystems are planned. The global IS scheme 
has been constructed. Most tasks as the Section 
3 proposed are done. It takes half a year to fin-
ish the "Global Planning Report" and the "Con-
struct Planning Report". 

The above reports suggest that a huge and ef-
ficient DBMS is quite necessary in order that all 
business may be included in the DBMS. Here 
comes the problem of how to evaluate and select 
a proper DBMS. 

(2) the evaluation process 

As the Table 1. shows, the primary require-

ments of the DBMS are determined according to 
the IS scheme. 

Table I. IM sritary ftalifOTPAIS of the enters; se'si  D3.6 

I. Performs= weer the melanin of 18.1 4381 and 
the operatics testae of YW/c0. 

2. De 4th pereration larguage. 

3. The Cairene prccessin1 
d. Urn cuantity of data. 

5. Transfer current file. 

6. High level lame interface. 
7. Installation varietal. 

8. Technical stacrt 

The decision group (composed of five indi-
viduals, e.g., A,B,C,D, and E), by referring to the 
above reports, determines the important criteria ( 
I criteria) and the reference criteria (R criteria) 
for evaluation of the DBMS. Then the evaluation 
hierarchy of the DBMS may be constructed, as 
the Fig.4 shows. 
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The decision group determines the weights of 

each element (except the level of alternatives) by 

pairwise comparisons. The results of the second 

level arc as follows: 

Evaluation L Saltation for gaits 

. Perforance under tat mainframe 
of 114 4341 and tat operating 
Mum of Vh/EPO. 

Z. The ith generation language. 
3. the Caine,. processing. 
4. lame Quantity of data. 
5. Irmrsfer current file. 
8. lign level language interface. 
7. Installation erperitaca. 
6. TOCtraCil support Service. 

I leportant Criteria 

a. Independence of fill 
O. Integration of cats 
C. data model 

d. data aacority 
e. special control 

f. recovery 

of data 
A. Uri structure 

1. validity 

System 0 

I ROftllfa criteria 

1. statistical 

2. crewing 

3. report oeneration 

4. flown/iv 

5. racaivirq flit 

6. newort interface 

Systeme 

Fig. Eveluatton hierarchy of the DBMS 

1. 

ij i R ai l B Li I P DI i a El 

1 1 1 9 THT T1TT I 1 : 3 1 : 3 
R 1 R 1/3 1 A 1/3 I R L3 1 R 1:2 • 

v, (0.90. 0. 10) 
vim (0. IL 0. 25) 

(0. 1!. 2. 25) 
IP:a (0. a 0. 25) 

(0. I!. C. 2D 

the V, means the outranking vector of DM l's 

pairwise comparison matrix. The synthesized 

judgments are 

G I B weienrs 

1 ..,?/ 9X3X3x3X.1 0.79 

571/9x3X3X3x3 1 0.2! 

A. mr=z.00 I C.L0.00 

to the overall evaluation, the weight of the 1 

criteria is 0.79: while the weight of the R criteria 

is 0.21. 

The nine evaluation criteria under the 1 crite-

ria. and the six evaluation criteria under the R 

criteria. may also be pairwisely compared as the 

above procedure does. Each result is shown in 

Table 2 and Table 3. 

Tat le 2. Tte flirts el re tgre• 710 C: • re, :a 

Cmene eteir. 

a 0.1i 
0. :2 
0.'' 

a C. 1: 
0.02 

E.20 
0. 12 
0.03 
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Taal. 3. The scams of criteria uncer tra R criteria 

Criteria 'eight 

2 
3 
a 
5 
5 

0.25 
0.18 
0.20 
0.04 
0. 18 
0. 15 

35: Cl.=0.07 

Then all weights of evaluation criteria relative 

to the overall hierarchy are computed, shown in 

the Table 4. 

Tule 4 :he .eiarils of all criteria 

triter •a *cent 
a 

Ii 

0.103 
0.095 
0. 134 
0.079 
0.015 
0.087 
0. 158 
0.095 
0.024 

2 
3 4 
5 

0.053 
0.038 
0.042 
0.008 
0.038 
0.032 

With the bench-mark or the questionnaire 
about all evaluation criteria for each vendor: the 
decision group makes pairwise comparison of the 
three alternative (i.e., o.s. and F) under each 
evaluation criterion. The complete outranking or-
der may be computed from the complete out-
ranking weight of each alternative by every DM. 
The evaluation of DM A is shown in the Table 
5. In synthesizing judgments about alternative, as 
the Section 4 mentioned. the P-connectivity matrix 
procedure is as follows: 

Table 5. Evaluaticn of alternative for Of A 

multi.* 
lent 

Cr i ter la 
Siam 0 Syne= $ Smell F 

a(0. 103) 0.40 

1
1
:r

..
1
:;

a
:Z

i;n
1
!:2

:-
Ir

e
a
ti
t.

F
ra

tr
.

ra
l 0.40 

Oa 003) 0.13 0.43 
c(0.134) 0.40 0.40 
d(0.019) 0.14 0.24 
8(0.016) 0. 47 0.07 
f(0. 087) .0. !O 0.57 
2(0.158) 0.32 0.45 
h(0. 095) '1" 0.05 
i(0.024) 0.15 0.55 
1(0.053) 3. 2.8 0.37 
2(0.038) hi 0. 2' 
3(0. 042) 9.40 050 
4(0.008) 123 3. 24 
50.038) 

032) I'S 
013

5(0. ::.7.. .:

aretete cutraotirg eliant .127 0.28 .115 
=ISIS CtlInAtirg OtCer 3 ; . 

the Borda count matrix of the three alternative is 

43C05 
0 r2 2 I I - 
S L0 0000 1 

1 1 2 2 2 -

In P-connectivity matrix procedure. the Horde 

count matrix is 

C S F ke at trmi 

{ 0 7 2 
S 0 0 0 

3 a a 
(2) 
(3) 
(;) 

It is brown that the system F is the 1st ranked 

choice. If the cost factor is taken into considera-

tion, the decision group has to determine each 

ratio of cost under the above technique. The 
weights multiplied by the ratio may also deter-

mine the complete outranking weight of each al-

ternative. 

6. Summary and conclusions 
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The evaluation and selection of IS possesses 

the characteristics of multi-criteria and group 

participation. To meet the reasonable and practi-

cal purpose. the group decision making under 

multiple criteria is applied in this proposed 

model. 

The ISMP is chosem as the hierarchy-con-

structing method which may define the global 

enterprise IS scheme. The evaluation criteria and 

weights am also determined by the headquarters 

of enterprise. 

For the selection of alternatives, the group de-

cision making method of the AHP is modified in 

order that each organization (local enterprise) may 
easily apply this model. Since the least violation 
principle is ma, the modified method is reason-

able. 

The proposed model, combining the ARP and 

the ISMP, can surely match the global enterprise 

IS scheme. Once the global enterprise IS scheme 

is constructed, all organizations may follow the 

scheme, and then a long term development is 

expected. 

The proposed model derives the evaluation cri-

teria from the global enterprise IS scheme to form 

a decision hierarchy. All the evaluation criteria 

will match the global enterprise IS scheme, the 

alternatives evaluated from the above criteria will 

always do so. 

Future research may make efforts in the fol-

lowing three topics. One is the development of 

other evaluation and selection models which are 

more practical and effective for enterprise IS. 

Another is a better synthesizing method to elim-

inate the broad criticism about the group decision 

making of the AHP. The other is the employ-

ment of more empirical studies to refine the 

present model. 
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