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ABSTRACT

The dynamic averaging process or DAP, which is espg to simulate the priority weight determination
process on the cognitive layer in a human mindeisegalized from the conventional arithmetic mean
averaging to the path algebraic MAX and MIN openasi. Conventional DAP with the arithmetic mean
averaging, or Arithmetic-DAP, employs at each iieraa decision making among the items compared,
where a harmony among different opinions is comelémportant, and two opinions are summed up,
divided by two, and then made into one compromisipignion. In this paper, we propose a new scheme
of DAP with MAX or MIN operator, MAX-DAP or MIN-DAR which employs at each iteration a severe
decision making among the compared items; say, tiétworst case analysis, two opinions are compared
and the maximum of the two is chosen in case otdst weight, which is a non- compromising opinion.
The path algebraic formulation of the AHP EIGEN g¥givector is presented and its numerical examples
are shown by usingX4 comparison matrices. Some periodic oscillatioangimena are observed in the
dynamic performance of MAX-DAP when comparison ficas are inconsistent. Some implications of
using the non-compromising solutions derived frohe tproposed MAX-DAP or MIN-DAP are
suggested, in a process of the Analytic Hieraratog&ss.

Keywords: path algebra, eigenvector in AHP, MAX igter, MIN operator, dynamic averaging process
or DAP, compromising solution, non-compromisingusiain, periodic oscillation

1. Introduction

The dynamic averaging process or DAP, which is espg to simulate the priority weight determination
process on the cognitive layer in a human mindmfra set of pairwise comparison judgments, is
generalized from the conventional arithmetic mesaraging to the path algebraic MAX and MIN
operations. Conventional DAP with the arithmeticam@veraging, or Arithmetic-DAP, employs at each
iteration a decision making among the items conthavehere a harmony among different opinions
(different values of the priority weight of an itemewed from the comparing items) is considered
important, and two (or N) opinions are summed uyiddd by two(or N) , and then made into one, which
is nothing but the arithmetic mean. Even when titeo§ pairwise comparison judgments is inconsistent
Arithmetic-DAP converges to a stationary EIGEN wrtigector, when the weight vector is normalized so
that the sum of each element in a vector is umitythis paper, we propose a new scheme of DAP with
MAX or MIN operator, MAX-DAP or MIN-DAP, which emplys at each iteration a severe decision
making among the compared items; say, with the inease analysis, two(or N) opinions are compared
and, instead of summing them up, the minimum amntbeq is chosen in case of the benefit weight and
the maximum among them is chosen in case of theneight.

In Chapter 2, the path algebra#?,) is introduced and the eigenvalue problem on #th plgebra FP

,&) is studied. In Chapter 3, a new scheme of DAR MAX or MIN operator, MAX-DAP or MIN-
DAP, is proposed and its decision making attitutervcomparing different opinions (different valadés
the priority weight of an item viewed from the coanimg items) is discussed. In Chapter 4, it is show
that some periodic oscillations are observed imtlmaerical examples of the proposed MAX-DAP.
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2. Path algebra P(®,®) and its eigenvalue problem

Consider a linear matrix equation (1), where A msre<n coefficient matrix, X is an ¥n unknown
variable matrix, and B can be th&mn unit matrix I.

X=A - X+B (1)

Theory of linear matrix algebra tells us that tmeler certain conditions the equation (1) has atisolu
(2), or the solution (2) converges.

X=Em 4B (2

A path algebra Pp,X) can be defined, in a narrow sense, as that ofirbar matrix algebra as in (1)
and (2) where the ordinary addition operator + #reordinary multiplication operatox are replaced
with the generalized addition operat®rand the generalized multiplication operdtr Since the (i,j)th
element ofs* in (2) means “the number of k-step paths, or the s k-step chain product gains, from
node i to node j in a directed network with weigfit this linear matrix algebra with the operatégsand
® is called “path algebra B,&) ,or P(A®,X)". By setting®@=min and®=+, the shortest path
problem is formulated by the matrix equation (3);tbe basis of this formulation, various algorithcas
be conceived to solve the shortest path problemSkixohara, 1973).

The path algebraic problem is generally formuldied3), where B can be the unit matrixl(®) for the
path algebra P9,X) and the matrix operatofd andX are defined by (4) and (5), respectively. Here,
the unit matrix 1®,&) has the identities of the algebra#P) at its diagonal elements and the zeros of
the algebra Pp,X) at its non-diagonal elements.

X=(AXX)HB (3)

cj=d;®g; for the matrix operation CHBE (4)

Ci=(01 ey )P (dXey )P+ B (dXe,) for the matrix operation CHRE (5)

Under certain conditions the matrix equation (3¢xpected to have a solution of the form (6), whire
is defined by (7).

X=(Zy,@ 4 )XB (6)

A'ARI(ARI(AK(...XKA) ...)) (7)

Next, consider the case where the solution (26pdiverges (just in the case of applying the I'k&[s
rule). By choosing B as the zero matrix with &l @lements being the zeros of the algebfa, ) and
regarding (1) or (3) as an iteration, an iterapivecess (8) or (9) is obtained.

X(t+1)=A - X(t) (8)

X(t+1)=AXX(t) (9)

The corresponding matrix-form eigenvalue probleas lose formally formulated by (10) and (11), where
L is the diagonal eigenvalue matrix defined by (12)

A - X=L X (10)

AXIX=LXX (11)

L=diag (4. A 5..... L) (12)

3. Dynamic averaging process with MAX or MIN operator

First, conventional dynamic averaging processAlitnmetic-DAP, is explained by an 4-item complete-
information example (Shinohara, 2011); the updatimgula of the Arithmetic-DAP is given by (13), or
generally by (14), where N is the number of themgecompared.

wit+1) = f{akiwi{t] +a, Wy () + gawa ) +a,w,®)) k=1234 (13)

wit+1) = Aw()  (14)

A={ a; 1:complete-information comparison matrix,

w(t)={w;(t)}:priority weight vector at time t.



M. Shinohara/ Path algebraic AHP eigenvector

The updating formula (13)(or (14)) means that tha flor N) opinions about evaluating item k frone th
viewpoint of item j ,a. x w;(=1,2,3,4), are summed up, divided by four (or &)d then made into a new
opinion about evaluating item k (k=1,2,3,4).

Next, consider the MAX-DAP, whose updating formigaiven by (15), or by (16).

Wi(t+1)=max {Bies Wa (L), @1ea W (L), @iea Wa (t), @awa (t)} (15)

w(t+1)=AXw(t) (16)

Here, the matrix operatdf is defined by (5) on the path algebr&R€) with ®=max andX¥=x.

The updating formula (15) (or(16)) means that tha for N) opinions about evaluating item k frone th
viewpoint of item | ay; = w;(j=1,2,3,4), are compared, the maximum among the for N) opinions
chosen, and then made into a new opinion aboutiatia) item k (k=1,2,3,4).

Finally, consider the MIN-DAP, whose updating fotenis given by (17), or by (18).

Wi(t+1)=min {8 W:(t), @z w2 (1), azws (] agaw, (B} (17)

w(t+1)=AXw(t) (18)

Here, the matrix operatdd is defined by (5) on the path algebr&R&) with ®@=min and®=X.

The updating formula(17)(or(18)) means that the fau N) opinions about evaluating item k from the
viewpoint of item j .a; xw;(j=1,2,3,4), are compared, the minimum among the {or N) opinions
chosen, and then made into a new opinion aboutiatia) item k (k=1,2,3,4).

The three decision making attitudes employed &t @éacation of a DAP are summarized in Table 1.

Tablel: Three DAP’s and their decision making wadiits

Averaging metha Updating | Decision making attituc

employed in DAP formula Benefit weight Cost weight

Arithmetic mear (13),(14 | compromising compromisin

averaging

Max operatiol (15),(16 | thebes cast the worst cas
(optimistic) (pessimistic)

Min operatiot (17),(18 | the worst cas thebes cast
(pessimistic) (optimistic)

4. Numerical examples and periodical oscillations observed in MAX-DAP

The performance of MAX-DAP is numerically examingith 4 X 4 comparison matrices.
First, consider a consistenxk4t matrix C given by (19).

1 2 3 4
1/2 1 372 2
1/3 2/3 1 4/3
1/4 1/2 3/4 1
Next, a non-reciprocal and hence inconsistent marigiven by (20), is made from the matrix C by
changing its (1,2)th element value c(1,2)=2 to 2)&4.

C= (19)
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|/ 1 4 3 4
/2 1 3752 12
B=|1/3 23 1 4/3] (20
/4 172 354 1
Finally, another inconsistent and non-reciprocatrixa, given by (21), is made from the matrix B by
changing its (3,4)th and (4,3)th element values(84) =a(4.3)~*=P.

1 4 3 4
1/2 1 372 2

A=l 1/3 2/3 1 P (1)
1/4 172 P11

Figs.1 and 2 show the MAX-DAP performances, orrtbemalized priority weights 1, 2, 3 and 4, for the
consistent matrix C and the inconsistent matrixeBpectively (see Appendix 1 for the raw data ef th
dynamic characteristics of Figs.1 and 2).
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Figs.3 and 4 show the MAX-DAP performances, orrtbemalized priority weights 1, 2, 3 and 4, for the
inconsistent matrix A with P=0.5 and P=4, respetyisee Appendix 1 for the raw data of the dynamic
characteristics of Figs.3 and 4).
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[Comment 1] As shown in Fig.1, the dynamic chandsties of the priority weight vector of MAX-DAP
are stable for a consistent matrix, regardlesseifigonormalized data or raw data (see also Fig.Al).
Remember that, for any consistent matrix, the fiyiaveight vector of the Arithmetic-DAP is also bta
(Shinohara, 2011).

[Comment 2] As shown in Figs.2, 3 and 4, the ptyonieight vector of the MAX-DAP can be oscillating
with some time period for inconsistent matrices.

[Comment 3] As for the non-reciprocal matrix B, agcillation of period T=2 can be observed if
b(1,2)b(2,1)>1 and an oscillation of period T=x@ observed if b(1,2)b(2,4), by changing only the
value of b(1,2). It is interesting to notice thathen b(1,2)=8 (b(1,2)b(2,1)=4>1), no oscillation is
observed(see Appendix 2 for the no-oscillation abtaristics in this case), and that, even if
b(1,2)b(2,1¥1, oscillations of period lengths other than T=8 ba& observed by changing the values of
both b(1,2) and b(2,1) (see Appendix 3 for an tetailg characteristics of T=3 in this case).

[Comment 4] As for the inconsistent matrix A, oktibns of period T=4 can be observed by
appropriately setting the parameter P, such asSPartd P=4. Generally, oscillations of period T=2{su
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as in Fig.2) or T=3(such as in Fig.A8) can alsoobserved with &4 comparison matrices, but we
cannot find an oscillation of period T=5 or moréhwi X 4 comparison matrices.

5. Conclusions

A new scheme of dynamic averaging process, MAX-D&PMIN-DAP, is proposed. Its numerical
examples are shown and some periodic oscillati@npmena are observed in the dynamic performance
of MAX-DAP when comparison matrices are inconsistémcase of oscillation period T=2, it means that
two different weight vectors, or two different ojans, iteratively appear in our thinking processd a
they are regarded as two extreme, or non-comprogisdpinions. Before being satisfied with and
instantly accepting the compromising solution dedifrom the conventional Arithmetic-DAP, isn't it
worthwhile, as a process of the Analytic Hierardhsocess, discussing and arguing about the non-
compromising solutions derived from the proposed BAP or MIN-DAP, in order to deepen an
argument and reach a collaborative agreement.
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Appendix 1: Unnormalized characteristicsor raw data for Figs.1,2,3and 4
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Appendix 2: No-oscillation characteristicsfor matrix By
For the matrix B given by (A1), the raw and normalized charactiessire shown by Figs.A5 and AG6.
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Fig.A5: Dynamic characteristics of the raw prionitgight vector for matrix B
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Appendix 3: Oscillating char acteristics of T=3 for matrix B,
For the matrix B given by (A2), the raw and normalized charactiessire shown by Figs.A7 and A8.
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