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Absfract: Two methodological bypmducts of the recent intensive work within the
Analytical Hiemrchy Process (AHP) flamework are (1) the development of new (and
refinement of some old) scaling tecimiques fr the extraction of the priaity weights fom a
matiix of direct ratio judgments and (2) the derivation of altemative scales Hir the pairwise
comparisons of the AHP. This paper compares a number of these scales in combination
with some of the methods used to extiact priority weights Hrthree distinct types of paiwise
comparisons in the AHP. The three types of matdces consist of between-attributes
comparisons, within-attribute comparisons and global comparisons (Jepsen, 1984a). The
methods and scales are compared in terms of several criteria inchiding the solution's
goodness of fit, the variance and entropy of the pricrity weights and the number of order
violations. Results indicate that the natire of the scale has systematic and sxgmﬁmnt effcts
ofvanous chamcteristics of the solution, under all scaling methods. In pa:taxlar, increasing
the spadng of ‘the scalé points tends to incrase the diffrentigion among' the pricrity
weights, but has a negaive effct on the solution's goodness of fit.

Introduction

The Analytic Hiemrchy Process (AHP) is a popular multi-criteria decision methodology which was devedoped
and disaissed extensively by Saaty (e.g 1977, 1980, 1986, 199Ca). Since its;intmduction, the AHP has been
applied in a wide variety of domains and dxsuplma (see Zahedi, l986a, Saaty & Vargas, 1982, 1991 Hr
representative lists). A typical AHP analysis consists of four mtarelated stages:

"(1) Thedecision problem is structured as a dominance hlexarchy

(2) Data are collected through a process of paiwise comparisons among al elements at a spedfic
leve]l11 of the hiemrchy with respect to single, well-defined, cnncna ﬁom higher levds of the

iemrchy.

(3) Pricrity weights are extracted fom each set of comparisons obtaned at stage (2) through an
appmpriate scaling/estimation procedure.

(4) The various weights derived at: stage (3) are combined; using a particular aggregation model
to yield an overll weight for eachaltemative: o M

Consider, forexample, a student who is looking ©ra campus apatment and has to chocse among oneofn =
altematives. At thetop levd ofthe hiemrchy lies the goal of "Selecting the best apatment™. In structuring the
problem, the student decides to fcus on p = 5 subwriteriz at the second level (e.g cost, sizg locaion,
reputation of the landlord and amenities). This hiemrchy is displayed Figure 1.

! Bradley D. Crouch’s work was supported by a National Science Foundation Graduate Fellowship.
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Selecting Ah Apartment

FIGURE 1. A hiexarchy[' for apartment selection

At the secand stage of the process the student cornpam,j in paimwise fishion, all attributes (we will refer to these
comparisons as between-attributes) as well as all apaitments on each of the attiibutes (we labe these within-
attribute comparisons). At the third stage, each of these sets of comparisons is analyzed and priaity weights
are extmcted. Let w; be the weight assigned to the iy criterion (i=1.p) at levd 2, and vy be the estimated
weight of the i, apatment (j = 1..n) on criterion i. Findly, these estimates are combined to yield V;, the
infrred ovemll weight of apatment j. This is defined as a simple weighted sum of the criterion spedfic
pricrities (over all criteria), i.e: !

|

Vj= 2wy

i=1

{® |
A simplified approach to this decision problem (Jensen, 19842) requires the Decision Maker (DM) to compare
all the apatments in a pairwise fashion, considering gall the criteria simutaneowsly (we will refr to these
comparisons as global). In other words, onelevel of ﬁlxe typical AHP hiemrchy is eliminated. Figure 2 depicts

this simplified version of the AHP for the same decision.
|

Selecting %&n Apartment

|

F

A B | C D E
FIGURE 2. A global hierarchy for apartment selection

f
Two methodological byproducts of the work with AHP are: (1) The devdopment of new (and refinement of
someold) scaling and estimation techniques to be used in stage 3 of the AHP in extmcting priceity weights
from a matiix of direct ratio judgments, and (2) T he derivation of alternative scales to be used in the process of
pairwise comparisons (within- and between- attributes) in the AHP. This paper provides a comparison of a
number of these scales in combination with the most popular methods used to extmct pricdty weights, by
applying all scales and solutions to a set of judgments obtaned as part of decision making study, in a
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meaningfil context. To motivate this work, we poirt out that the choices made with regard to the nature of the
spedfic scale used in the elidtation of judgments and the scaling methodology can afict the nature of the
evertual decisions (see Lootsma, 1993; Olson, Fliedner & Curie, 1995 frrecent examples).

Scaling a matiix of ratio judgments: An Overview

Theratio judgments can be represented in a square matix R (with elements #;;), of order n, with the Hllowing
propetties (Brall i,j= 1..n):

(i) Postivity: ry>0 (ii) Reciprocity. ry= l/ry, (iij Reflexivity: #;= 1.

Assume now a simple modd relaing these overt judgments to an unobservable vector of vatues, w = (w;,..ws),
which represent the prictity weights of then stimuli:

r;,~=w,-/wj.

@

Under this modd, thematrix R is fully detamined by the vector w. Thus, R is of unit rank and, r any triple
of distinct stimuli (7,j,&=1...n), we expect:

(iv) Consistency: ry ® rj = ru

€))
It Pllows that R has a single positive eigenvalue, A=n, and n-1 zero eigeavalues (Sazy, 1977, 1986).

Theestimation problem is to infr the set of weights, w, undelying a given matiix of empirical judgments, R.
Under this moded any column of R is a solution to this algebraic problem. Solutions are unique up to

multiplication by a positive constant, so it is customary to normalize the weights by impaosing the constraint
Zwi=1. Recdl however, that R is obtaned from a sequence of filible human judgments and, therbre,

conditions (){iv) may not be satisfied. Posttivity is enfrced by the nature of the scale used Typically,

judgments are elidted r n(n-1)2 pairs of distinct stimuli and the rest of the entries are calaulated such that
conditions (7i)-(iii) aresatisfied. However, this does not guamntee consistency. In such cases, the researcher is
ficed with the statistical problem of estimating the weights ffom a redundant (and, possibly, inconsistert) set of
judgments (Weber & Bordherding, 1993). Much ofthework in this area has been devoted to the comparison
of various estimation methods and identification of "the best" among them. Partial reviews ofthe methods and
some of their properties are Hund in Budescu (1984), Cook & Kress (1992), Golay. & Kress, (1993)'and Saaty
& Vargas (1984).

Saaty (1977, 1980) suggested estimating w by w",the right eigenvector of R coresponding to its largest
eigevalue, i.e. by solving the eiganvalue problem Rw® = Aw®. He also provided a simple numerical
algarithm Hrsolving this problem (we refr to this as the EV solution). The inconsistency of the solution is
measured by the index:

p=@-n/ (-0,
@

which vanishes for perfictly consistent matiices. Saaty and Vargas (1984) present a loss findtion which is
optimized by this solution. Interestingly, Guiliksen (1959, 1975) applied a very similar procedure fr ratio
scaling. Cogger and Yu (1985) proposed a modification to the EV method, which is easier to compute but
lacks the intuitive appeal and the optimal properties of the EV.

Jensen (1984b) desaribed a Direct Least Squares (DLS) procedure, but it is seldom used becase it yields
multiple solutions and the computation is diffcult (Golany & Kress, 1993). However, Chu, Kalha &
S})ingarn (1979) proposed a unique and computatiomally £asible Weighted Least Squares (WLS) solution, w
®), which minimizes the quartity:

S¥ =% (ryw™-w® \.

®)
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Barzlai, Cook & Golay (1987), Crawrd & Williams (1985), Crawibrd %987), deJang (1984) and Lootsma
(1993) fivar the Logarithmic Least Squaes (LLS) method! Thesolution w*®, which minimizes the quargity:

S® =35 [In(ry)-iln w1 w®)1?
©)

can be shown to consist, simply, of the geometric means of therows of R (it appears that Torgerson, 1958, was
the first to establish this result). Due its simplicity, Saaty and Keams (1985) suggest using geometric means
as an approximation to the EV soltion. Becase ofits intuitive appeal and the ease of its computation, w ®
has became the most popular method, nextto w . ;

Findly, Cook and Kress (1982) ofir a compelling a.momanzanon of this problem that fivas a Logaithmic
Least Absolute Values (LLAV) solution. Unﬁnunatdy, LILAV has multiple (and diffcult to calailate)
solutions. .
Comparisons of the various methods (e.g Budescu, Zwick & Rapoport, 1986; Golany & Kress, 1993; Saaty
1990b; Saaty & Vargas, 1984; Takeda, Cogger & Y, 1987 1984; Zahedi, 1986b) Hurd that in most cases
ther is good agreement between the various solutlons, and neither is unibrmly supeior. Whenever
disaepancies between the solutions emerge, they reﬁect the interaction between the diffrent loss fimctions
employed and spedfic £atures ofthedata Forthe purpose of this pape, we will focus on the three Hilowing
solutions, yielding unique solutions: EV, WLS and LLS solutions (denoted w”, w™, and w*®, respectively).

!

Ratio judgments and the nature of thescale ,l

Of cousse, all themethods desaibed above apply to any matix R satisfying requirements (i){iii). However,
Saaty (1977, 1980) proposed, for thearetical and practical reasons, to restrict the ratio judgments to the integers
1-9 and their reciprocals (Doregan, Dodd and McMaster (1992) refr to these 17 values as "the Saaty set”). To
facilitate their use, Saaty suggested using spedfic vexbal labds in oonjunctlon with some of these values.
These labels are supposed to conwey therelaive mpa’tance of the suparior element within each paiz, relaive to
the second element, and areto be applied forall compansons. In his original pape, Saaty (1977) proposed the
labds I: equal, 3: weak 5: essential (or strang), 7: demonstrated, 9: absolute’, but others have used slightly
diffrent labes (see Poyhtnen, Himdliinen & Salo,I 1996 and Donegan, Dodd & McMs=ster, 1992 Hor

examples).

In recent years, researchers have tried to determine whether Saaty's set is appropriate in terms ofits size and the
spadng of its values Pr all compansons and a number of altenative scales that have been proposed. The
earliest allusion to this possibility is due to Harker (1987), who showed that the eigenvalue method can be
extended to the case where the observed judgments are power transfrms of the Saaty set. He hinted at the
possibility of employing various non-inear scales but sto;ped short of endarsing a spedfic scale, or proposing
a genazal choice criterion.

1
Lootsma (1993) proposed a scale based on the assumption that human judgments Hllow a geometric
progression with a fixed fictor. The scale values. in this system (called Ratio Estimation in Magnitudes or
deci-Bels to Rate Altemnatives whidh areNon-Dommabd, or REMBRANDT rshort) can be exprssed as:

r%=ep [7("-'1-1)] ifry 21,
(72) |
@ = T(ri-1 ifrs <1
) r%=epl| T(ru )] 117y

wher ry; arethe values in the Saaty setand 7 is theprog’ssmn factor. Lootsma recammends 7;= In(2) = 0.7
and 7;=In (‘f 2) = 0.35 as "natural” fictors Hr altematlves and criteria respectwely The most obvious problem
associated with the use of a (relatively) small and reslncted set of values is the inherent inconsistency with the
mathematicd Hrm, and the implications ofthe modd (Eqgs. 3 and 4). For example, of the 969 distinct triples
that can be generated within the Saaty set, only 45 (4I .6%) satisfy Eq. 4. Ifail indiference judgments, i.e. 7;=1,

2The even numbess (used to define intermediate levils) are typicdly not labeled.
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are eliminated, this number is further reduced to 20 (2.1%)! It Dllows that a filly consistent judge would
expeience serious diffculties in expressing his pricrities. If for example, he thinks that both7y; and ry = 8, we
would expect him to judge option i to be 64 times better than %, but this calls fr values outside the restricted
set. As a partial remedy Dr this problem, Donegan et al. (1992) and Dodd, Donegan & McMs=ster (1995)
proposed a Modified AHP (MAHP) in which the response scale is fidy linear in the midde of the scale and
distinctly non-lm&r near the end points. Of the various poss:ble stretching finctions they selected, quite
arbitradily, tank’, the inverse hyperbolictangent. Thenew scale is defined by:

= ep {tank' [(y- 1)/ H-1)]} ifry > 1
(83

o= ap {-tank' [y' - 1)1 EH-1)]1} ifry < 1,
(8b)
where H is the "Horizon" parameter. An horizon of 8, Hrexample, yzelds H=(1+ 14V¥3) = 9.083. This choice
guamntees that the most exteme ratio (comesponding to rx=9) is obtaned as a product of two ratios
comesponding to ry; = 7% = 8, thus solving the problem desaibed above. Altemativey, an horizon of 7
implies, A=(1 + 6\12) = 9,485, guamnteeing that the most extreme ratio (comesponding to r;=9)is obtained as
a product of two ratios comesponding to ry=ru=7.

Table 1 displays values prescribed by the various scales desaibed here for the 1-9 range. To illustrate the
diffrences between the scales, we also list three informative stafistics for each of themr The variance of the scale
valwes, V{(s;); the inta-quartile range of the values, JOR(s;); and the variance of the "gaps" (the distances
between adjacent scale values), V(s; - 5i;). The latter is an index. of the depature fom linearity of the scale
{(note that it is 0 Hr Saaty's linear scale).

TABLE 1. Seven alternafive nine-point scales for the AHP and

some summary statistics
R
Saaty Power REMBRANDT MAHP I

= = 0.5 o =20 T=0.7 7=03  7-Based 8-Based

100
1 1.00 1 i 1.00 1.00 1.00
2 1.41 4 2 1.41 1.13 1.13
3 1.73 9 4 2.00 1.27 1.29
4 2.00 16 8 2.83 1.45 1.47
5 2.24 25 16 4.00 1.67 1.72
6 2.45 36 32 5.66 1.97 2.06
7 2.65 49 64 8.00 2.42 2.60
8 2.83 64 128 11.31 3.23 3.73
9 3.00 31 256 16.00 5.83 13.93

Variance of scalevalues: V) =[ 257 - (T s: )/ n 1/(n-1)
7.5 0.45 788 7,2% 26.00 3.33 16.83
Interquartile range of scale values: IQR(s;)
4 0.92 40 60 6.00 1.15 1.31
Variance of gaps: V(s: - s.1)
0.0 0.01 24 1,960 2.23 0.70 12.14
L A
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Each of these scales is a continuous and monotonic rrarsf)rmahon of the Saaty set, and each has some desirable
properties. However, they all invoke, more or less, arbnrary assumptions rega-dmg the finctional form of the
key transbrmation and/or its paraneters. Clealy, neither is uniBrmly supenor to the othas on normative
grownds. Alsg, in the absence of comprehensive comparative studies of the various scales (see Olsm, et al.,
1995 Hr a recent exception) it is impessible to detemine which scale fits better most cases in an empirical
sense.

An empirical mulfi-criteria comparison of various response scales

Previous empirical work has fcused primarily on comparisons between scaling methods (EV, WLS, LLS,
etc.) and has devoted only limited attention to the comparison of the various scales. In particular, ther are no
studies comparing systematicdly the effcts of using diffrent scales (MAHP, REMBRANDT, Powar, etc) in
combination with the various soluation concepts. Our Study will address this issue. We will apply three
scaling methods (EV, LLS and WLS) to analyze a set of matrices reprsented in seven distinct altemative
scales (Sazy's 19 scale, power transrmations with & = 0.5 and 2, REMBRANDT with 7 = 0.35 and 0.7,
and MAHP with a horizon of 7 and 8).

The matiices consists of actual judgments obtained Eom judges in real decision contexts. We will analyze
three types of mattices consisting ofbetween«attrzbuts, ‘within-attribute and gIobaI compansons, in the same
domain. Thisis an mtngumg comparison. From a maihematwd point of view, the varous matrices are
identical, but in pxatnce DMs may trea them d1ﬁrently There are at least two justifications fr this
speatlation The first is “stuctural"; Typically, the DM has more control over the selection of the relevant
attibutes than over the selection of the altematives. Th1s would suggest more homogeneity among attibutes
than altematives. This appears to be the implicit assumption undelying Lootsma's (1993) recommendation to
use difErent scahng fctors for the within-attribute and between-attributes judgments. The second Justification
is "cognitive™. It is conceivable that DMs invoke diffrent psychological processes when comparing conaete
altematives versus more abstract attibutes (Payne, Bettman & Jobmson, 1993).

Whenever several solutions to the same problem are compared the question of the most appropriate criterion
arises. The problem is even more acute in this mse when the solutions being compared vary along two
dimensions. As mentioned in the introduction, vanous methods were designed to optimize diffrent criteria.
Obviously, none ofthe solution speuﬁc criteria, such as Saaty's i1, can be used to compare all the solutions,
although these indices aremmmngﬁxl in the context of a spedfic method. For example, it is infemative to
compare the S of the various LLS solutions, but it makes little sense to calailate this measure ©r the EV or
LLS solution. |

A natral and compelling criterion of comparison is the solution's external validity, i.e. its ablhty to capture
and repmduoe acawrately the DM's "true” pricrities. 'I‘h:s compelling universal criterion requires direct access
to one's prefrences. Unfixtunately, this infxmation i 1s rardy available, so most comparisons rely on altemative
(proxy) criteria. Golay & Kress (1993) pointed out and illustrated, the importance of considering multiple
criteria in order to obtadn a complete and comprehenswe understanding of the properties of the various
solutions.

In the curent study we will adopt a2 similar appxoach and will compare the alternative solutions and scales
along the bllowing Hur criteria:

(1) Thevariance of the derived weights: |

Stw)=[Zw?-1/n]/(n-1). ©)
(2) Therelaive entiopy ofthe weights (Noble & Sanchez, 1993):

RE(w;) = i1 -Zowi In )/ In () . (10)

Notethat 0 < RE <1 suchthatRE =0 wﬁm all the weights areequd, and RE appmaches 1 as one
weight approaches 1, while the other n-1 v;anish.
|
The number of order reversals: The number of ¢ases in which one altanative is judged superior
to another, but assigned a lower weight by the solution. We distinguish between two types of
reversals: '
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(3) Strong Order Reversals (SOR) is 2 count of all cases in which 7 < 7 but w; < w; , of i > r but wy
> Wi
(4) Weak Order Reversals (WOR) is a court ofall cases in which rix # i but wy = w; or ri = ri but wy
* Wi

Golmy & Kress (1993) analyzed a global index of ordinal consistency, TOR, which is
equivalent to (SOR + WOR/ 2).

One would expect a “good” solution to be highly infxmative, difErentiae well between the z entities, and to
have very £w order reversals (ifany)

Method

Subjects: The present study involved 29 students fom an intoductory psychology class at the University of
Illinois at Urbana-Champaign that completed the study in partial fillfllment of the cousse requirements.

Procedure: All subjects were asked to evaluate five hypotheticd apatments that vaned with respect to five
attributes: rent, size proximity to campus, amenities and landlord reputation. The infrmation concerning the
apatments was presented to subjects in a summary packet. All comparisons were made on a ninepoint scale.

The stimmli were constructed such that no one apatment clealy dominated any of the other ur In othe
words, each apattment was thebest in the set on one attribute, second in the set on another attibute, thidd on
oneattibute, and so on. The apatments were constructed in this manner so that no one apartment could be
obviously considered to be the "best" apartment in the global comparisons.

Fifieen subjects assessed apattments using the global version of the AHIP (Jensen, 1983), and 14 subjects used
the regular (decomposed) procedure. In the latter group the between-attributes comparisons preceded the five-
within-attribute sets of judgments. Expeimentd sessions lasted no more than one hour

Results

Theresults freach of the criteria considered were analyzed and summarized in the famework of 2 multi-
factor Analysis of Variance (ANOVA) with the Hllowing three fictors:

(1) Scale type Saaty's 19, MAHP witha horizon of 7 and 8, REMBRANDT with 7; = In (2)=.0.7 and
2=InV2 =035 and power transHrmations with o = 0.5 and ¢ = 2.0 (Ofcousse, Saaty's linear scale is
also 2 member of this fimily of trarsHrmations with o = 1).

(2) Solution method: EV, LLS and WLS.

(3) Typeofmatix (global, between, and within). Note that all three types of mattices are of size n = 5,
so theresults can be easily compared. A slight problem is introduced by the fict that subjects generated
five within matrices (one r each attiibute), but only one between or global matix. To simplify
comparisons across types of matrices, in all subsequent analyses the results of the within attibute
judgments arebased on avemge values, taken across the five attributes, r each of the analysis criteria (such
as RI, SOR, etc.).

Somewhat surprisingly, we ©und no significant difErences between the results r the three types of mattices.
Since this pattern holds frall the criteria considered, all subsequent figures and tables present results avemged
actoss the three types of matrices.

Measures of goodness of fit: Table 2 presents the mean goodness of fit Hr each of the three solutions and
scales compared. Recdl that each of these indices is computed in a difErent metsic and, therefore, comparisons
between solutions are not possible. Notg however, that Hr each solution method the scales are ranked
identically in temms of the goodness of their implied solutions. The seven scales can be clustered into three
coase but distinct groups: At one end we observe excdlent leves of fit r the two MAHP scales (7 and 8-
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based) and the "square root” scale; At the other extreme we obsave extrmely low levds of fit Hr the "squared"
scale and the REMBRANDT scale with 7 =1In2)=0. 7 Saaty's linear scale and the REMBRANDT scale
with 7; = In ¥2 = 0.35 are in between (but much closer to the desirable end) Note that this clustering
conesponds with the growping of the seven scales in tennsJ of'their IQR(;) in Table 1.

I
TABLE 2. Mean (and SD) of goodness of ?‘it by response scale and scaling methed

Response Scale EV ! LLS WLS

MAHP (8-Based) .05 (0.06)! _?1 (0.36) 10 (0.12)
Power (a=0.5) 07 (0.08) 43 (0.29) 13 ( 0.09)
MAHP (7-Based) .10 (0.15) .58 (0.79) 16 ( 0.22)
E}EMBRANDT (t=In 28 (0.25)1' 1.55 (1.11) 16 ( 0.22)

2)

Saaty 31 (0.20) 1.72  (0.%9) .79 ( 1.00)
REMBRANDT (7=in 2) 1.76  (2.21) 6.19 (4.45) 18.20 (98.07)
Power (0=2.0) 1.87 (1.70) 6.89 (3.76) 16.41  (54.01)
Mean .63 (1.29) 2.53 (3.45) 5.21 (42.60)

Variance and enfropy of scale values: Tables 3 and 4L present the variance and entropy of the pricrity weights
Prthe2l solutions compared. The results fr these two criteria are highly similar, so they can be discussed
jointly. There are several noticesble £atures in both tables. With only a ﬁw minar and insignificast
exceptions, the seven scales are ordered identically Hr the three solutions, and the three solutions are ordered
identically reach ofthe seven scales. Clealy, the E|V and LLS solutions are practically idertical and they
yield slightly more homogeneous (and less infoxrmative)weights than the WLS solution. The seven scales are
clustered in the same three classes identified above: The two "stretched" scales (squared and REMBRANDT
scale with 7; = In (2)= 0.7 are chamcterized by the highest levels of diffrentidion between weights, the three
"shrunken" scales (thetwo MAHP scales and the squa'e root scale) yield the most homogeneous weights and,
as befxe, the central cluster consists ofthe linear scale and the REMBRANDT scale with 7, = In \/2 = 0.35.
Findly, note that the WLS solution is considerably more sensitive to the natwre of the scale used than the
othe two.

TABLE 3. Mean (and SD) of varance of weights by response scale and scaling method

Response Scale EV :
MAHP (8-Based) .01 (0.01)

Powar (@=0.5) 01 (.08)
MAHP (7-Based) 01 (0.01)
Saaty 03 (0.0) | .03 (.01 | .04 go.az 03 (0.00) |
REMBRANDT (c=In | 03 (0 | 03 Q@) | .04 Q0| .03 0.0

12
IREMBRANDT (7=In 2) .07 (0.02)[ .07 (©.m) | .09 §0.04| .08 (0.04)

I Powe: (@=2.0) 7 0.05) l 07

Ian 03 (0.03) , .03

Il
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TABLE 4. Mean (and SD) entropy of wedghts by response scale and scaling method

Response Scale | EV LLS WLS Mean
MAHP (8-Based) I .09 (0.07) 09 (0.07) ] .10 (0.09) § .09 (0.08)
Power (0=0.5) J .o .03 ] .10 (0.3) 1 .11 (0.04) § .10 (0.03)
MAHP (7-Based) P .13 0.1 .13 .12 .15 (0.1 .14 (0.14)
Saaty b .32 .10} .33 (0.100 | .41 (0.1 ] .35 (0.12)
?EWRAMT (‘Z‘=Inr 32 (0.14) | .33 (0.15) | .41 (o.m)' 35 (0.17)
2)

REMBRANDT (z=in 2) 76 (0.29) { .77 ©.29) | ..97 (0.30) § .83 (0.31)
Power (0=2.0) 75 02| .79 0.2) | 1.04 0.28) | 36 0.27) |
‘Mean 35_(0.32) | 36_(0.33) | .45 0.42) § .39 (0.36)

Order reversals: In the next analysis we feus on the ordinal properties of the data and the solutions. Table 5
displays the number of strong order reversals. In evahating these results, keep in mind that the maximal
number of reversals is a findion of the matix size In general, 0 < WOR, SOR < n(n-1)/2, and in our case 0
< WOR, SOR < 10. Themost salient £ature ofthe Table 5 is that WLS induces almost twice as many order
reveasals as LLS and EV formost, and across all, scales examined. Consider now the rate of order violations
observed for the difErent scales when using EV and/or LLS solutions. In general the most accurate and fithfiil
reprsentation of the original ordering of theapattments, is obtaned under the fimily of power trarssbHmaions
(3%< SOR < 3.35%), Dllowed by the fimily of exponential transfrmations (i.e the REMBRANDT scales,
where 4.33% < SOR < 4.84%), and the worst results are obtained for MAHP (5.67% < SOR < 6.476). We
do not present a similar table of WOR because, with only two exceptions (the REMBRANDT scales analyzed
by LLS) all combinations of scales and solutions yield, pradtically, idertical rates of order violations (between
0.46 and 0.47, i.e. slightly under 5%).

TABLE 5. Mean (and SD) number of strong order reversals by response scale and scaling method

"Response Scale [ =v LLS WLS Mean
Power (a=0.5) b 30 6D | 32 (6D 1 .50 (0.75) [ .38 (68)
Saaly 130 (0.60) | .32 (60 | .60 (0.80) 0 .40 (70)
[ Power (0=2.0) 43_(0.61) | .34 (67 | 1.03 (L.07) § .56 (.87)

REMBRANDT (7=In2) 57 (0.65) | .46 (.68) 97 (1.07) § .62 (.89

MAHP (8-Based) 6507 | .57 €73 78 (0.93) § .64 (.81)

MAHP (7-Based) .43 (08D | .65 (78 .82 (1.00) | .70 (8D

REMBRANDT (7=InV2) § .43 (0.65) 48  (.64) 1.20 (1.24) § .70 (.95
' |

Mean - 43 _(0.68) 45 (.69) 84 (1.01) | .57 (.83

Similarity of solution: We calailated the (Eudidean) distances between all 21 solwtions. To examine the
pattem of distances, we perbrmed a Metic Multidimensional Scaling of this matix (e.g Davison, 1983;
Schiffinan, Reymolds & Young, 1981). This analysis represents the various solitions as points in a two-
dimensional space. Theconfguration of points is displayed in Figwe 3. This two dimensional reprsentation
fits the data almost perfctly (Stress = 0.02). To fcilitae the intepretation of the resulting confguration we
added 2 Bw sepaation liness. The first (horizontal) dimension reflects the strefching of the response scale and
the two vertical lines separate between the three clusters desaibed above with the three "shnnken scales” at the
le end and the two "stretched" scales at opposite end. The second dimension reflects the method of solution
used The horizontal line separates between the WLS solutions (below the ling) and the EV and LLS
solutions. Note that, in most cases, these two solutions fra given type of scale are "nearest neighbors" and,
for all pragtical purposes, indistinguishable.
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Thepresent study is unique in several ways. It is thel first systematic comparison of a large number of nine-
point scales, in conjunction with several solutions. ‘Unlike most methodological studies in this doman,
which tend to compare solutions of artificially s1mu1a1ed matrices, we analyzed actual judgments obtaned in
the cousse of a controlled expaiment. The obvious dzawback of t?ms fictis that ourresults may reflect, to some
degre, the spedfic £atures of the decision problem. (thc number and nature of attibutes and apattments
presented, pecuhantlﬁs -ofthesample, etc). On the othe hand, this methodology has allowed us, £r the first
time, to confrast various-chamcteristics of solutions exhacted -from difrent types of matrices wnhout inveking
any spedfic assumptions. Obvipusly, our condusions needto be replicated and validated with a much Iatger
and more diverse, set of matices. With this umuonzry notein mind, we tum now to a summary of our main
Tesults.

The first, and most impartant, generalization fom all our analyses is that the choice of scale is of crudal
importance. Our results indicate that all chamctenstlcs of the solutions (goodness of fit, infxmation, number of
order violations, etc.) were affcted by the nature of the scale and, in some cases, the effcts were quite dramatic.
Also note that the effcts generalized across the three methods ofsolution, so one cannot bypass theproblcm of
choosing a scale by invdking some "scde mvmant"' ' estimation method. Fusthermore note that in all our
analyses, theeffcts due to the choice of scale were more exteme than diffrences associated with the choice of
the solution method.

Thesecond condusionis that the eficts of the scale chome are systematic and can be predicted, with some levd
of accuracy, fiom the nature of the scale. Recdl that i m all our analyses the seven scales clustered in the same
three groups which corresponded, roughly, to the degree to which the 1-9 scale was stretched/shrunken. This
is most clealy illustrated in the MDS ofthe 21 solutions. An mtemtmg, and uynexpected, obsavation is that
this clustering is better predicted by the scales' IQR mtbcr than therr variances. To undestand this pattern we
re-examined the original matrices and tabulated the ﬁ'eqxency of use of the various points on the scale, It tums
outthat, on theaverage, the extrme poirts of the mn&pomt scale are undaused by comparison with those in
its center, Spedfically, only 9.5% of the judgments are “1” or “ 2” and 13.6% are “8” or “9” while the
central five values (3 - 7) represent 76.9% of the totd |judgments’. Thus, it is not surprsing that our results are
better predicted by measures of scatter that undeplay; the eficts of the extreme values.
|

| .. . .
3This result casts some doubts on the validity of the standard practice of assuming in simulaion studies that

responses are unifHmly distributed across all scale values.




Interestingly, the transformations of the scales have oppasite effcts on the goodness of fiticonsistency of the
solutions and the infrmation/variance ofthe pricrity weights. In general, "stretching" the scale by increasing
the distance between its points tends to decrease the goodness of fit but, at the same time it increases the
degree of difErentiation between the pricrity weights (obviously, "condensing” the scale, by bringing its points
closer together, has the opposite efict). In ouropinion, it is important that users of the AHP be sensitive to
this tradeoff Sometimes, attempts to maximize the consistency of the judgments may induce a very
conservative use of the scale, i.e. using only a limited set of values and/or treaing them as more homogeneous
than originally intended. Such a process may yield highly consistent, but totdly uninfrmative solutions. A
better straegy would be to strive Hrsolutions with maximal infxmation, and acceptable levels of consistency
(e.g a CR < 0.1, as suggested by Saaty, 1977).

A surprising result in our analyses is the absence of systematic difErences between the thres types of matrices.
Two aspects of our study canse us to interpret this result very cautiously and reserve judgment regading its
genealizability. 'We designed our study such that all judgment matiices be of the same order, and all
judgments be perbrmed in a relaively shott time However, in many decisions the number of comparisons is
larger and, typically, the number of altematives is larger than the number of attibutes considered. We suspect
that the way in which DMs use the scale is affcted by the number of entities that are being compared. Our
secand resavation is motivated by one aspect of the analysis. Recdl, that in order to simplify comparisons
between the three types of matrces we avemged the within-attibute results across all attdbutes. Closer
inspection of the responses fr the attribute-specific judgments revealed some substantial diffrences across
attributes. Forexample, when subjects compared the alternatives along the most important attibute they used
the high end of the scale (8 and 9) in 29.1% of the judgments and the lower end (1 and 2) in 23.6% of the
cases. By contrast, when the alternatives are compared along the least important attibute, the two ends of the
scale wereused in 13.6% and 38.2% of'the cases, respectively. In other words, ther seems to be a propensity
to use exteme values Hrimpartant attibutes and to*fvar indiférence judgments Hrthenondmportant ones. It
is possible that by combining together all theattibutes somereal efcts were obsaured. We planto Hilow up
this poirt with more powerfill and sensitive analyses in fiture studies.

Although our primary interest was in-a'comparison of the scales, we can't ignore the implications of our.results
to the long controversy regarding the choice..of the.appopriate method of scaling. Consistent with many
previous studies (e.g Golay & Kress, 1993); we Hund that in" the vast majority.of cases the. EV and LLS .are,
pradically, indistinguishable+ In our opinion, they are superior-to WES in at least two important senses. :
First, they are more likdy to preserve the ordinal properties of the original judgment (seealso Golmy & Kress,
1993, on this point). Second, and more inline with the ficus of outr work, WLS was shown to be more
sensitive to nature ofthe scale used, Hrall the criteria considered.
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