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ABSTRACT

In this paper, a new method for calculating the priorities of Hierarchic system with inner dependence
based on the principle of hierarchical composition is proposed. It's different from Saaty’s supermatrix
method and is an improvement of thé ratio scale approach.

—. INTRODUCTION

The priorities of general system with feedback can be calculated by means of supermatrix (4).
This method can also be used in calculating the priorities of the hierarchic system with inner
dependence (HSID), but it needs much caiculation and lacks Jevel s intuitiveness. In fact, There
is still the highest level in HSID, even though the elements in each level are dependent upon
themselves, So that the priorities of HSID are in essence the same as that of the hierarchic system
with independence (HSD). In this paper, a new method for calculating the priorities of HSID based
on the principle of hierarchical composition is proposed. It improves the ratio scale approach (3).
Through this method, We can get the same conclusion as the one calculated by supermatrix. This
method is very clear, simple and intuitive, and the number of calculations can also be cit down
greatly. This method can calculate the priorities of the hierarchic system both with ‘inner dependence
and independence.

In this paper, the principles of the method are first given in-Section 2, the method will be described
in detail in Section 3. In Section. 4, we will prove the effectiveness of this method. And finally,
an applied example will be given as-an illustration for this method.

=. PRINCIPLES OF THE METHOD

Consider a HSID which has been decomposed into n clusters or components C(1), C(2), ... C(m),
N- is the total number of the system’s elements, n¢k) is the number of the elements in the kth
level, 1G=n(M+n2)4e~+nk), Eck))={Ik—1+1, 1k—1)42, == 1k)} are the elements set
in the kth level (where we use the elément’s -subscript to- répresent ‘the element itself). The
s—step priority for a pair of elements i, j is given by

N .
w(i, H = l:‘E_IWG. m) - wim, He? (2—1)

where w(i,m) is the impact priority of the ith element to the mth element in the-system,
w(m, ) *" is the s~1 step priority of the mth element to the jth element in the system

-

Theorem 1: In HSID, the s—step impact priorities-of any pair of elements in the same level are
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only relative to that of the elements in this level, not relative to that of elements in other level,
ie
. 1o
wi, = 3 wi,m) - wim, Y, Vi, j€Eck) (2-2)
mel-D41

Proofs In terms of {2-1), we derive

No
wi,N®= 3 wd,m - wim, j) P

m=]
l(k—l! It
E w{, m) - wim, >+ 5‘_, wd,m) » wim, D" wd,m) - wim, e

mel(k-141 =1k 41 (2-3)

Whea m>]tk—1, m€E(C(k+1))UB(C(k+2))UE(C(k-]-3))U--- E{Cm)). We know I€E(C<(k)),
so the impact priority of the ith element on the mth element is equal to zero, i.e., wi,m)=0,
the third item of (2—3) is equal to zero. When m<itk—1), mEECk—1))IE(Ck—2))-LECLC
()). We know JEE(C(k)), so the impact priority of the mth element to the jth element is equal
to zero, i.e., w(m, =0, the first item of (2—3) is also zero, so (2—3) becomes:

1o

wiLN®=3 wd,m «wim, per
m=lik-1)41

Theorem 1 holds

Theorem 2: In HSID, the s~step impact priorities of each element in C(k) to-any element in C
(k—1) are only relative to that of elements in these two levels, not relative to that .of elemeats
in other level, i.e.

1tk

w(i,j>"‘=l:2 wi,m) » wim, PP, VIEECKk), VIEEC k-1 {2—-4)
melcke2) 41

-Proofs According to {2—1), we get

N
wi, = T wi,m - wim, DD

. =l
Uk~-2) R 1)
-2 w(i,m) » wm, j) 4 2 wd,m) s wm, PP+ 3 wi, m) - wim, o (2-5)

n-ux-z>+1 o=k +1

Simulating the proof of Theorem 1, we can ‘prove the first and the third items of (2-5) are equal
to zero, so (25} becomes: ‘
1tx)
wi, P ¥=3 wd,m) » wm, j) P
melk—2)41

So, Theorem 2 holds.
=. THE METHOD FOR SETTING UP _THE LIMITING IMPACT PRIORITIES
1. The limiting impact priorities of HSID with two levels

Now we konw the s—step impact priorties of each elemesnt in C(k) to any element in Ctk—1
satisfy {2—4), we use supermatrix to represent (2—4) as

W oth= W - [t 1
& & - Wk (3-1)
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Ck-D Cio
Ck—1» Wik—1.k-D 0
W= i3-2)
Cy Wk.k—-D Wik

Wk—1,k-1), Wik Kk are respectively impact priority matrix of C(k—D) and C()." Wk kD) is
impact priority matrix of each element ip c(k) to any element in Ck—1) (see 4)).

We assign a different weight value to each of the levels, according to the importance of their
contribution to the system, thus we get the weighting supermatrix.

atk—1, k~-DW&—1,k~b 0

W= - {3-3}

ak, k~-DWk, k- Wk, k)

then [3—1) becomes  _

W&k = Wk - Wk ® (3-4}
According to Theorem 2, we know that the s—step Impact priorities of C(k) to C(k—1) are only
refative to that of the elements in these two levels, so C(k) and C(k—1) can be regarded as a
HSID with two levels. In terms of Saaty’s priority theory of system with feedback (4), through
calculating the Emiting valve of (3—4}, we can get the Emiting impact priosities of C(k) to C(k—D
(W, k~D=). In case of Wik k—1)=, the HSID consisting of C(k) and C(k=1) can be simplified

(o case of Wik, k—1)) 5 (n case of W,k=1™)

R W

2. The Timiting priorities of HSID with n levels
N i z #

Suppose we have a HSID, shown in Figure I, by means of above method, we calculate the lmiting
fmpact pelorities of Ct) to Cta-1) (W, n~1)).. In case of W(n,n—1)=, the system can be
simpfified, shown in Figure 2. With the simplified system, we continve to calculate the limiting
impact priorities of C(n—1) to C(e—2) (Win,n—1)™) and can simplified the system forther.
Identical with that of above, calculate Wn—2,0~3) ", ------. W(2, 1™ in sequence. In the end, the
system call be simplified as a HSI, shown in Figure 3, thus, the [miting impact priorities of the
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alternative leve] to the goal level can bé calculated as follows:
W D™= Wi, n-D" - Win—1,n—2) “eeee- W2, 1™

QTO > e >
(L@ > > _C@
CCa-2> L2
D>
Ll > Cew >

Figure 1 Figure 2
M. THE PROOF OF THE METHOD'S EFFECTIVENESS

The effectiveness of this method can be proved when W(n,n) is a normal matrix.

Lemma 1: For HSID with two levels, when W(n,n) is 2 normal matrix, note: Wn,n)“=lim W
(n,1)%, then, the limiting impact priorities of the alternative level to tlie goal level exist and can
be expressed as follows:

W, D= Wa,n“+aml «Wa D I-ad, DWA, D), @=2) {41
Proof is given in paper {1}

“Theorem 3: For HSID with n levels, When W(n.n) is a normal matrix, note W(n,n) “=lim
W, n)*, then the limiting impact priorities ‘of the alternative level to the goal level exist and can
be expressed as follows. -

W, D™=W(,n)* «an, n~1) + W@, n-1 (I—an—1, n—=1) Win—1, n—1) ) teeeeeea(2, 1)
WD I—ad, LWQ, 1)
(4-2}
Proof: The system is showa in Figure 1. For C(n) and C¢n—1), we can establish their weighting
supermatrix as follows

e

_ an—1, n-DHW(n—1,n-1) ] *
W= d
a(n,n—-DWin,n—1) W, n)

Because C(n) and C(n~1) can be regarded as a HSID with two levels, and W(n,n) is a normal
matrix, so according to Lemma 1, we know

W, 0—1“=Wn,n) " - a(n, n—D) W, 01 (I~a(n—1,--HDWn—1.0-1) "%
In case of W(n,n~1)"™, the system can be simplified, shown in figure 2. Fo; C(n—1) and C(n-2),

establishing their weighting supermatrix, the elements of C(n—1) -are now independent upon
themselves, so Wn—1,n—1)=I, thus -
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[e)]

_ a(n—2,n~2) W (n—2, n—2) 0
W (n—1)= -
a(n~1,n—2) Wn—-1,n-2 1

According to Lemma 1, we get
W (-1, 1-2)"=a(n~1,n—2) + Wa—1,n~2)* (I-a(n~2, —2)Wn—2,0-2)) -
Just the same as above, we get
Wik, k—1)“=ak, k=1 - Wk, k1) - {I—ak—1, k-DWk—=1,k-D)?
-~ *oo (k=n—2,0—3, «+ 2V ~
In the-end, the system can be simplified as HSI, shown in Figure 3. Through the synthesizing
formulation of HSI:

Wn, ™= W, n—1)™ » Wn—1,1—2) “wsee. wWae,n«
We get
W, D*=W,n = +am, 01 « Wa,n—1) I—an—1, 0~ Wn~1, n—1) Peseea(2, 1)

W, (I—ad, DWW, )t
So Theorem 3 holds.
From theorem 3, we know that this new method can lead to the same conclusion as the one
calculated by supermatrix. Next, we turn to some special cases:

As When the elements in each levels are independent upon themselves, i.e., the system is HSI,
Wa,n=l, ad,d=0, @=1,2,...,m),Wn,n) =I, (4~2} can be simplified as follows;

W, D= Wn-1,n-2) - Wn~2,0-3) - W2,1) (4-3}
This is just the composited formulation of HSI, so HSI can be regarded as a special case of HSID.

B: When the elements in the alternative level are independent upon themselves, and the goal level
has cnly one element, W(n,n)~=], acl,1)=0, (4—2) can be simplified as follows:

W@, 1) "=a(n, n—1 W (n, =~1) {I-a (a1, n~1) W (n—1, n—1) )} oo (2, DW (2, IV " (4—4)

C: According to the synthesizing formulation (4<2), the priorities of the altemanve level to any
criterion Jevel C(k) can be calculated as follows:

W, k) "= W(n,n~1)" « W(n—1,n—2) “eeees W (k-H1, k)™ (4-5)

and the priorities of any criterion level C(k) to the goal level can also be calculated as follows
Wk D= Wk, k=D " « Wk—~1,k=2) e W2, D™
=Wk, b= -ak k=1 « Wk k-D{I-ak—1k-DW k-1, k~1)} a2, D
WD - (-ad,D - WD) (4—6)

D: When Wn, n) is not a normal matrix, this method still holds, we don’t discuss these cases
in this paper.

. APPLIED EXAMPLE ; -

* 3 -, 1

The Comprehensive Estimation of University's Education level:.
The model is shown in Figure




;I\

cab can cl3rceh c@ ¢ c<24) CADh €@ €& Ccan

A Comprehensive Estimation of University’s Education level
C(l) Accomplishments of Teaching and Scientific Research
C(2) Investment and Benefit

C(3) Management Level

C11)Undergraduate Students Training

C(12)Graduate Students Training _

C(13)Benefit and Effect of Scientific Research

C@2h Teacher's Level and Training

C(22)Investment for Instruments, Equipments, Materials etc.
€(23) Public Welfare

C(24)Returns on Investment -

C(31) School—Board’s Administration 3
C(32)Moral Education

C(33) Management of Teaching

C(3)Management of Sclentific Research - =
C(35)Management of Auxiliary Facilities
We ‘calculate the Limiting impact priorities of alternatives to a goal as follows:

Figure 4
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Stepl: For the 3th level and the 2th leve], establish their weighting supermatrix as thus

T Y
E 0

a2 dWe2 . 0 )
) = r v

:, ¥

W= [ C L # g L wi
’ N 4 La o~ W fe o 7
T a3, 2Wa3.2 W33 i -
I S » Ty e Y n
g N L o . - ‘J . £ ‘!(4) ’ ’ » T ! T X
here W@, 3=], W(2.2)=(u(1) u), n(3)). W(3 2= b Yy W I W
B ) ©SF e i <6 - 12X3vri
t? o)ﬂ T e % Lo

u(1)=(0. 6608, 0.2081, 0. 131D, u(2)=(0.1365, 0.6350, 0.2385)7 ,u3=c0, 0.25, 0.75)", uu)=

(0:550.25, 0.25)% 1(5)=(0.481, 0.243. 0.166,” 0:109)%, u(6)=¢0.313, 0.313, 0“176, -0 099

0.099)7, a3,2)=0.8, a(2,2)=0.2 .

Calculating (3)5, we get:

W3, 2 "=(acl),a(d), a3
a(1)=(0. 4676, 0. 2338, 0. 2338, 0. 0138, 0. 0069, 0. 0041, 0. 0031, 0. 0005, 0. 0005, 0-002; 0/00120: 001
~% v * - « -3 7 -
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