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ABSTRACT
3

This paper treats of sensitivity analysis relating to priority which is
playing an important role in the AHP, Namely, it examines theoretically,
when the priority values of criteria of a certain level in hierarchy
change, how these changes will affect the priority values of criteria or
alternatives of other levels as well as to what degree they will affect the
said priority values, and further, whether it is capable of causing rank
reversal among the alternatives. Consequently, by deriving some theorems,
this paper clarifies that all these problems can. easily be solved analyti-
cally, using the priority reachability matrix newly, defined in this paper.
Further, by applying these theorems actually to a certain dwelling selec-
tion prgk:llem,,this paper verifies its usefulness,

~

1. INTRODUCTION I -
The Analytic Hierarchy Process (AHP)(Saaty 1980) developed by T.L.Saaty as
a support method for multiobjective decision making has recently been at-
tracting public attention in many .scientific fields such as system en-
gineering, operations research, management science, and so on- (Saaty 1983,
Manabe 1986). The AHP is simple in its procedure, easily comprehensible
even by beginners, and further, easily applicable to unquantifiable deci-
sion problems, compared with hitherto-existing various methods for multiob-
jective decision problems. For this reason, numerous applications of the
‘AHP have been reported to date ('I‘orle 1986 etc.).
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The process of the AHP can be classified in summary into the following
three steps: “

[Step 11 The decision problem is expressed in the form of a hierarchy in
such a way that an overall goal exists in the first level, the criteria and
the subcriteria exist in the second level and thereafter, and the alterna-
tives. exist' in the lowest level. Namely, the hierarchy is composed of
levels whose detail increases from top to bottom. ’

(Step.2) Thé degree 'of importance of each element of the ‘k-th level,
k=2,..,L with respect to the j-th element Spoy4r 'J=1,4e..,0 of the (k-1)th
level (one at a time) is questioned to the decision maker(s) by pairwise
comparison. Then, the results thus obtained are summarized in the form of
a pairwise comparison matrix (reciprocal matrix). If and -only if this
matrix is consistent, then eigenvector to maximum eigenvalue of the matrix
is considered as the direct priority vector a,.=(a seesr@iisee,dy ) Of
elements of the k-th level with respect to the Sk-14¢ Where %he vec’igr a

. . J k3
is normalized as follows:

iEI:§J =1 and a;, 20, k=2,....L, 3=l )
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where. L 18 the number of levels in a hierarchy, Ny is the number of ele-
ments of the (k~1)th level, and Iy 5 is the index set of elements Sy con-
nected directly with the j-th elemént sk-lj of the (k-1l)th level. kaS{l,
2,....0 L ‘

{step 3) From these a ., 3=1,....np_y, the direct priority matrix ak=tak1.
"'akj""aknk-] of thé k-th level is made. Then, using these matrices A ’
k=2,...,L, the ‘composite priority vector w =(wkl...-,w )T of each 1lével

with respect to the overall goal is composed by the following principle:

¥k T Ax¥k-1 : o
= Akhk_.loochzwlp k=2,...,L. . (2)
Because the first level uswally has a single overall goal, w; is scalar and
its priority value is assumed to equal unity, i.e., w; = 1, Therefore, from

{2), the composite priority vector wp of the alternatives becomes as
follows:

wp = AR y..-Bs. (3)

When we use the AHP actually, in Step-2, we have often difficulty in deriv-
ing the consistent priority values from the decision maker. Namely, the
decision maker must, on his subjective judgement, answer the degree of
relative importance of each element with numerical values from 1 to 9 and
their reciprocals, but it often happens that he can have no confidence in
answering it. In such a case, if he can easily make so-called sensitivity
analysis of priority, such as (i) how the result of the judgement by pair-—
wise comparison will affect the priority values, and also (ii) how the
change of these prioritiy values will affect the composite priority values
of the elements of other levels, it is very useful. &as regards sensitivity
analysis on (i), the method (Vargas 1983) of using the Hadamard product, and
the methods (Harker 1985) of using the partial derivative of pairwise com-
parison matrix have already been studied, but as for sensitivity analysis
on (ii), it has not been throhghly researched yet.

At such a background,” this paper treats of sensitivity analysis. relating to
(ii). Namely, in this paper we examine theoretically, when the priority

values of criteria of a certain level in the hierarchy change, how these

changes will affect the priority values of criteria or alternatives of
other levels as well as to what degree they will affect the said priority
values, and further, whether it is capable of causing rank reversal among
the alternatives. Conseguently, by deriving some theorems, we clarifies
that all these problems can easily be solved analytically, using the
priority reachability matrix newly defined in this paper. Further, by ap-
plying these theorems actually to a certain dwelling selection problem, we
verifies its usefulness. v

2. PRIORITY REACHABILITY MATRIX AND ITS PROPERTIES

L
Definition 1: Using priority matrices A, k=2,...,L, we make a kzlnk X
L =

z 0y block matrix Atas follows:

-
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Then we define a 2‘“k’x I n, block matrix u={Hpq]. p,9=l,...L, obtained
k=1 k=1 ©» i
by the following equation as priority rfachability matrix.

M=1I+a+na%+ . +al2, (s)
‘where I is an identity matrix.
This priority reachability matrix has the following properties.

Property 1: The priority reachability matrix M is a block lower triangularx
matrix, Namely, each n, x n block Hpq,,p,q=1, «seel, is as follows:

q
=0 if p < q, (6)
=1 ' if p=gq, (7)
= A, j...Agy;  if pooa. . (8)

Especially, from (2), block le, p=2,...,L, is

M = A teee = W . (9)
pl AP p-1+--8; P (Proof is omitted)

Property 2: Every column sum of each block Hpq {p2q) is 1.
(Proof is omitted)

(8) and (9) are important especially. ({8) means that block M (p>g) indi-
cates composite priorities of the elements (i.e., subecriteria or
alternatives) of the p-th level with. respect to the elements (i.e.,
criteria or subcriteria) of the g~th level. Also, (9) means that block M 1
indicates composite priorities of the elements of the p-th level wigh
respect to the overall goal. Therefore,*composite priorities v of the al-
tgrnatives for the overall goal appear in the block 1. Namely, by cal-
culating the priority reachability matrix, it is possible to examine the
oxder of the subcriteria or the alternatives for each criterion, so that it
is possible to make further scrutiny.

3. SENSITIVITY ANALYSIS OF PRIORITY

3.1 Sensitivity analysis on local change of a5

In this section we consider the case where the priority vector akj of the
elements of the k-th level with respect to the ‘j-th element Sp-14 of the
(k-1)th level changes from the present value ag; to a certain valué af; +
Aak‘. In this case, changes of the priority reéachability matrix M ang the
conposite priority vector wy of the alternatives can be summar:zed into the
following two theorems, respectively.

o




Theorem 1: When the value ofrak~ changes from 1ts present value ai' to
a‘J+ Aak . only the blocks "pq which satisfies p 2’k and q gk-1 change %rom
the presént value M* to
»
»
* 4 = M* + M* . My <
MR Y AML = MR+ ME Al sIME )5 . (10)

where I“ﬁ-lq]j,is alx ng vector consisiting of the j-th row of the matrix
”ﬁ-lq‘ (Proof is omitted)

On the other hand, change of composite priority vector wy of the alterna-
tives becomes as follows, as a special case in Theorem 1.

Theorem 2: When the value of a, . changes from its present value aﬁj to ag.
+ Aap;, the composite priority vector w; of the alternatives with respecg

to the overall goal changes from the present value wf to
wi + AGL" wi o+ wﬁ*lj M A3y “ (11}

where-wﬁ_ljzis’the present composite priority value of the element Sp.q3e
{Proof is omitged)

3.2 Sensitivity analysis on global change of’akj

In 3.1, we considered the case where the value of ay changes. from the

present value ag; to one specific value ags+ A3 3. In t%is section, we ex-

pand it further, and consider in what region the composite priority vector

;L of the alterpatives will change when By changes throughout its whole
omain.

Theorem 3: When ayy changes throughout the whole domain defined by (1),
namely,

{ ay I'Ezaij =1 and a;y 2 o}, (12)
S k]

the composite priority vector w; of the alternatives changes in the follow-

ing region:

~ M

I’L(akj) = {wL[vL ‘n. E biaij' .}: aij =1, aijz 0 } ’ {13)
Cij lslkj
where the n, x 1 vector b; is
by = My (AR)wE .,y - (14)

and the matrix Iagli is a-nk X ey matrix in which only the j—th column of
the matrix Aﬁ is replaced by me X 1 fundamental vector ey having 1 in the
i~th entry and 0 in-the other entries, namely,

(AX]. = [-a¥ o..a*'_ e, a*'+10-.a‘ J. (15)
Meli k1 k31 71 k3 knx-1 {Proof is omitted)

Theorem’ 3 means thgt the domain of a,. is mapped on the convex region
I ta ;) formed by extreme points by, i€I, . in the space of composite
priori%ies of the alternatives. Namely, thé larger this mapping region

£
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tL(ak-) i's, the more largely w; changes according to slight change of a ;.
Thezegore. in this paper, we define sénsitivity coefficient of w to akj as
follows:

Definition 2: a(a, ;) defined by the following‘equatio? is called the sen-
sitivity coefficient” of wy to akj'

~

1 _ _
I (b - B)T(py ~ B, (16)
n(ij)-l itlkj

where n(Ik-) is the number of members in the set Iy .. Also, bi is the vec-
tor given gy (14), and b is the mean of bi's numbering n(ij).

u(akj) =

Above, we considered sensitivity of wp to global change of a, .. However,
simply because the value’ of sensitivity coefficient of wy to a’certain a
is large, rank reversal among the alternatives to the change of this ay
does not necessarily occur. Lastly, therefore, we summarize in the follow=
ing theorem, in what cases rank reversal among the alternatives does not
occur . -

Theorem 4: In the vectors b;, ieI; given by (14), if the order among the
1 ) i al

component values of each vector are all equal, then rank revarsal among the

alternatives does not occur no matter how Ay changes in its domain given

by (12). (Proof, is omitted)

Speaking revérsely, this means that, when Theorem 4 is not satisfied, <the
order among the alterhatives may change from the present order to a dif-
ferent order, depending upon the way how a5 changes.

4. APPLICATION T0 DWELLING SELECTION PROBLEM

4.1 Setting of problem ¢

Here, the decision problem under research is a dwelling selection problem.
Suppose a man (decision maker) is seeking for a dwelling house. After ex-
amining various properties appearing in a dwelling information magazine, he
selected three dwellings from among them as candidatory ones
{(alternatives), and adopted the AHP as a tool for deciding the preference
order of these three alternatives. In accordance with the procédure of the
AHP, he first made a hierarchy of the dwelling selection problem as shown
in Fig.1(See Note 1}. Then he decided the value of the priority matrix of
each level as shown by Az, AY and AY. Further, he calculated the composite
priority of the alternatives from these values, using (3), and cosequently
obtained wz=(0.381 0.269 0.350) T, Eventually, the' preference order among
three alternatives became A > C > B, and the alternative A proved to be the

most desirable house., -

Note 1: The hierarchy shown in Fig.l, originally, was a short hierachy in
which the element S51 ©of the second level was directly connected .with the
elements s,., Sg5 anqd s43 of the fourth level. In order to convert it into
the complete hierarchy (Saaty 1980), the dummy element S3; is inserted into
the third 1level, and the priority values of all the elements having no
direct paxent;child relationship are’ made zero in Fig. 1, hence ajs=( 000
0.6 0.1 0.3,)", for example.

Q




However, he feels a little anxious about thas result of analysis, because
among the obtained priority matrix values, he has no confxdence especially
in the priority vector value a¥ 3= 00O0O0.6 0.1 0.3 ) of the subcriteria
of the third level with respect to the element Sy3 (Residential
environment) of the second level. He is very eager to know how the change
of aj, will affect the result of the present analysis. The above is set-
ting of the problem of this example.

4.2 Results .of sensitivity analysis t

tlere, we attempt various sensitivity analyses to the change of priority
vector asq under the problem setting mention&éd in 4.i. For this purpose,
we calculate priority reachability matrix M in accordance with (S), and
then obtain the value as shown in Fig.2.

First of all, let us consider the case where a., changes a little from the
present value aj, to a new value aj;+ Ap33-,-i'( 000 0.5 0. 15 0.35 3T,
this "case, Aajy = ( 0 0 0 -0.1 0.05 0.05 ) and also L=4, 'k=3, j=3, I35
{4,5,6}, n{X34)=3. From Theorem 1, we can find that only the four blocks
My3, My, My, and M,, are affected by the above change of azg. For ex-
ample, the block M, changes from its present value sz ‘to -

Mi; +AMy, = Mi, + Mg Aaz,iMg,l,

0.5 0.27 0.25 0" "0 -0.015
= [0.2 0.33 0.35] [o 0 0.005
0.3 0.40 0.40 o 0 0.010
0.5 ©.27 0.235
=10.2 0,33 0.355 (17)
0.3 0.40 0.410]. .

t.
On the other hand, from Theorem 2, composite :priority vector w, of the al-
ternatives changes from its present value wji = ( 0.381 0.269 0.350 )

“'Z + Awd = "Z + w§3H*3 Aa33 - .
0.381 -0.003 0.378
=10,269| +| 0,001 | =|0.270 (18)
0.350 0.002 0.3521.

Next, let us consider the case where agy changes throughout its whole
domain {333 |a43+as3+a63=1. a43,353,a6330}. From (14) in Theorem 3, vec-
tors bi' ielyq become

= T
by = Hz3[1\*] 2 = { 0.391 0.259 0.350 )Tr .
by = 2 = ( 0,351 0.239 0.410 )T' (19)
bg = 843{1\ lg "'2 = ( 0.371 0.299 0.330 )".

Therefore, the mapping region 1‘4(a33), in which composite priority vector
w4 of the alternatives can change; becomes as followse

Talagy) = Ly [wg = byagybsagytbeags, ag3+agytagy = 1y 0
- a43¢ 253, 3g3801. “ (20)

Moreover, since the 'mean value of the threé vectors &f (19) becomes b=
0.371 0.266 0.363 )T. the value of sensitivity coefficient u(a33) in
Definition 2 becomes 0.055,




Lastly, let us consider possibility of rank reversal among the alternatives
due to global change of ajy. As evident from (19), the order among com-~
ponent values of the vector bg is different from those of b, and bg, and
they do not satisfy Theorem 4. Therefore, depending upon the way azy
changes, it is possible that rank reversal among the glternatives may oc-
cur. For instance, the present’ value of w, is wj = ‘t 0.378 0.270 0.352 )T,
but due to the change of a 4 from its present value aj5 to a *‘Aa33 = (0
0 0 0.1 0.8 0.1 )T, it becomes wj +4 w, =(0.357-0.247 0.396)" from Theorem
2. Namely, the order between the alternative A and C reverses,

Fig.3 shows the mapping regions of A51r a33s Auye 5 and ayg in the space
of the alternatives. The broken line in this figure indicates the boundary
on which reversal of the order occures, and the white point shows the posi-
tion of the present composite priority values wj of the alternatives. On
the other hand, Table 1 shows what type of rank reversal is capable of oc-
curring for individual aps's, and also shows the sensitivity coeffzclent
values for all a. ;'s. ThesSe results show that in this example, sensit;vxty
of the composxte priorities of the alternatives 18 particulary high for a4y

and a o and that depending upon the change of- these priority vectors, all

combinations of orders can occur as the preference order of the alterna-

tives. On the other hand, sensitivity for a3, and as is low, No matter

how these may change, the preference orxder remains as A > C > B, and rank
reversal never occur.

5. CONCLUSTION

In this paper, we studied sensitivity analysis relating to priority as one
of sensitivity analyses in the AHP, Namely, we examined theoretically,
when the priority values of subcriteria with respect to a criterion of a
certain level change, how these changes will affect the priority values of
criteria or -alternatives of other levels as well as to what degree ‘they
will affect the said priority values, and further, whether it is capable of
causing rank reversal among the alternatives, In consequence, by deriving
some theorems, we clarified that all these .problems can easily be solved
analytically, using the priority reachability matrix newly defined in this
paper. Further, by applying these theorems actually to a simple dwelling
selection problem, we confirmed usefulness thereof. Finally, as one of

the problems to be solved in future, we show sensitivity analysis when the

criteria or the alternatives are newly added or deleted.
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Table 1 Sensitivity cdefficient
and possibility of rank reversal
for each: Ay

Ranks of alteraatives A,B.C | Sensitivity
Rank 1 |AjA}BIBICIC|coeflicient
Rank 2{BJ{ClAICiA|{B a(asg)
Rask 3]C{B{CiAIB]A
g | X}O{xi{xi0Oi0] 0.171
(8,1/2,3/2) . @ EX|FOIXPX}XIX] 0,030
Qas XiOlxi{xiOrx] 0.05%
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