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ABSTRACT
. 1
This paper is dealing with the structural characteristics of the complex
system modeling in AHP by the approach of graph theory.

A (0-1)-matrix is firstly introduced to express thé strucdture of a genéral
system, either a simple hierarchy or a network with feedback, and this
is illustrated by a connected graph. Some graphical expressiofis of the
structural characteristics such as reducibility, primitivity; periodicity
and their impact upon the convergence of the structure matrix are discussed
based on the theory of Booléan matrix. After that, according to the
relationship between the structure of the system and that of the higraph.
a strict and ,systematical classfication of the gencral complex systems
is presented in the paper.

In the practical application, the paper provides a -general method as well
as a basic process for discrimination of the structural types of a system
according to the structural digraph.. This makes it possible to analyze
the complex system model of AHP with computer. . \

THE (0-1)-MATRIX OF THE STRUCTURE DIGRAPH

When the structure of a system § is expressed in form of digrapﬁ G, the
research on the reaction between elements of the system is equivalent
to that on the connectedness of the digraph. The digraph G is now called
the structure digraph of the system S,

Tt is well known, from the graph theory, that a pair of points in digraph’
G would be strongly connected, if that pair of points are mutualy reachable;
and G would be strong, if and only if each pair of it's points is strongly
connected.

The connectedness matrix of digrph G, A=(aij), is a (0-1)-macrix, in which

s o= 1, there is a directed arc from point i to point j in G;
“r] 0, otherwise.

‘The matrix A is also called the structure matrix of the system S. Obviously,
there is a 1-1 correspondence between digraphs and (0-1)-matrices,

According to Boolean calculation, the power Al=(a2;)) is also a
{0-1)-matrix, and

LD e G-l
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where, n is the nlmber of peints in digraph G.
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Some concepts relating to rhe power of the {(0-1)-matrix are introduced
as [ollows:

Definition 1l: If there is such a power A® in the sequence [ak: k=1,2,...]
that Am:am+1’ the matrix A is called convergent; if, %in the sequence above,
there is such a power Ak that ak=aktd cthe matrix A is called periodic.
The number K or d, being the least positive integer which makes ak=pktd
true, is called the index or the period of matrix A.

As a special case, a (0-1)-matrix is called universal matrix and denoted
by J, if all the elements of the matrix are one.

Definition 2: the (0-1)-matrix R=(rij) is called the reachability matrix
of the digraph G, where “

- { 1, the point j is reachable frowm the point i in G;
Tij 0, otherwise.

from definition, we can get
R=1+A+A%+A%+ == + a0l

Accaording to Boolean calculion, we induce that
3

R=(I+a)nl

So far, we have introduced the (0O-l)-matrix, which is considered as a
powerful tool in structure analysis. In the later discussion, the meaning
of the letters is specified as follows:

S: the complex system;

A:  the structure matrix of S;

G: the structure digraph of S;
R: the reachability matrix of G;
D: the point set of G;

n: the number of points of G;

k: the index of Aj

d: the period of A.

THE STRUCTURAL FEATURE OF REDUCIBLE SYSTEM

In the theory of non-negative matrix, the concept of veducibility is of
.important value to the analysis and classification of the matrix. We
can also introduce the same concept in our case.

Definition 3: The structure matrix A, of digraph G, is called irreducible
if there is not such a nonempty proper subset in the point set D of C
that a; =0 for any i€D and j<D.

The following lemmas are useful to discuss the irreducible structure

furcther: .

Lemma 1: It would be true ‘that ay;=0 for kéD which makes ag23=1 {where,

{25
=
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m is some integer which is not larger than n), if there are such i,JéD
that makes aig)ﬂo for any 1=0,1,2,...,n-1.

Proof: Assume it is not true. Then, there is some k*éb, k*#1, § which suffice
a { =1 and ak*j-l, but )

(1) _nz1_(1-1)
13 T % fix Pk

. . R

g __'-gl*a(l) a . + a(l) a :‘
1ke? 1k Py T 2kx Fpny N

=1 +1=1
(L _
i

Lemma 2: Matrix A is irreducfble if and only if there is such éf'.mfi‘.jgn‘-l,
correspondent to each element ajj of A, that a}_‘j’:j) = 1 in power ATy ;-

This is contrary to the condition a 0.

Proof: Suppose that the conclusion*is not true. i.e., therc is 'some djj
which, for any 1=0,1,2,...,n-1, makes a%)=0. Consider the sets

A . ta T [
(m)’u_
ix 1

V=1]y: yéD; and for any 1, a(ily)=0]

vhere, 1 { m , 1 { n-2.

.

v = x{ x€ D; and for some m, a

According to lemma 1, we cam induce that ajy=0 for any 1€V, jEV. And this
is contrary te definition 3.

Based on the above lemmas, we can reach the following conclusiens:

Theorem 1: The following statements are equivalent.
(1) The structure matrix A is irreducible;

(2) The digraph G is strong connected;

(3) The reachability matrix R=J.

We prove the equivalence of these conditions im a cyclic manner.

(1) Implies (2): Suppose G is not strong. Then, there must be such a pair
of point 1i,j€D that there is no directed path in G witch”is from i to
J, i.e., alM=p for any m=0,1,...,n-1. But this, according to 1lemma 2,
is conttaryitio statement(1),

(2) Implies (3): Since G is strong, for pach pair of i,JED there must
be some m{n-1 such that ag’j‘)=1. Hence rij=3_‘§oai?)-l i.e., R=(rjj)=J.

(3) 1Implies (1): For any i,jéD, since rij-'-lz:olag‘“)ﬂ is true, there must
be some a* (0{m*¢n-1) such that ag‘;*)=l, "ond Ljhis shows, according to

lemma 2, A is irrpducible.

Theorem 1 indicats the relationship between the irreducibility of matrix
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and the connectedness of digraph. This makes it possible to discuss the
classificarion of 5trong connccted structure Ffurther based on the study
of the characteristics of irreducible (0-1)-matrix. At the same time,
thcorem 1 provides a efficient method for discriminating a strong connected
structure from it's reachability matrix in practice area.

Now, we prove two theorcms which deal with the convergence of the structure
matrix of a irreducible system. Before that, we'll introduce some lemmas,
first. The proving of these lemmas can be found in the references (2]
and {3].

Lemma 3: If the power A® of a irrcducible matrix A is idempotent, then,
we have A®JI and ek.

Lemma 4: Suppose t2k. It is true that a‘%;)ﬂl for any j&€b, if a(‘._ti_)'l for
some 12D,

Lemma 5: Suppose tdk. Al is idempotent if ALZI.

Lemma 6: If (0-1)-matrix A is irreducible, the greatest conmmon divisor
of [x: x>0, a x)=1 for some 1€D} equals that of [x: x3k, alx)=1 for some
1én] ii ii

Lemma 7: Suppose K is the J.ndex of a irreducible matrix A, and d is the
period of A, then, formula .‘ A'+i=J is always true for any r)K.

Proof: Sx{uce A is irreducible and d is thée period of A, it can be induced
that R=% OAi=J and

“'1 alersasazs o +am!
1.=0
N SN = S
4 ki
. it
teew, o) Akt L g

Theorem 2: Suppose A is a irreducible matrix. The period of the matrix
A is the greatest common divisor (GCD) of all x which make a‘X’=1 for
any 1€D, r

Proof: Suppore x>K, we have A¥=pXtd (1)
since aixi =1, according to lemma 4, it can be induced that alx)=1 for
any jéD,” i.e., AXI. This induce that, according to lemma SJ," AX is
idempotent. i.e., A¥=a%tX 2)
Comparing formula (1), with (2) and considering the definition of d, we
conclude that djfx. "

As a special case, a irreducible matrix A is called primitive, il the
period of A is one. .

126

Q




AR NTR TRTR TR T

A)

i

Theorem J: An irrveducible matrix A is primitive if and only if A is
convergent to J.

Proof: Since the period of A is ome, it is true that At=At*l for any 2K,
Considering lemma 7, we induce At=At+1='°°=J. i.e., A is convergent to
J. On the other hand, since A is convergent to J, there must be such a
m that AR=Amtls...=3 and this shows the period of A is one.

By the approach of graph theory, the theorems above show that a ‘digraph
G, of which the structure matrix A is irreducible, is strongly connected.
In digraph G, if some basic circles of different lengths are invelved,
the GCD of the lengths of all basic circles in G is equal to the period
of the system, i.e., the period of matrix A.

As a special case, if the GCD of the lengths of all the basic circles

is one, the system, or the structure matrix A, is primitive.
THE ANALYSIS AND CLASSIFICATION OF A REDUCIBLE SYSTEM

It is clear that the structure matrix -A of a system is reducible if it's
reachability matrix R is not equal to J.

Then the digraph ‘of the system is not .strongly connected. To discuss the
characteristics of a reducible system further, we introduce following
definition first.

Definition 4: A subgraph of a digraph G is called a strong component of
G if the subgraph is strongly ‘connected and is not properly include in
any other strongly connected subgraph of G.

Définition 5: We can get a new digraph G* based on digraph G by considering
each strong component of G as a single point of G* and there is a directed
arc in G* which from point v; to peint vj if and only if there is a directed
arc in G which from some point of ith strong component to some point of
jth strong component of G. Then, G¥* is called condésation of G.

It is not difficult to induce that the condesation of a digraph G is unique,
and there is no directed path in G*.

If the structure matrix A of a system G is reducible, it can be reformed
under the following program:

1., Pind out the condesation of G, i.e., the digraph G*.

2. Define the order of the elements of G* wirh the program introduced
in reference [6], p27. .

3. Reform the rows and columns of matrix A according to the new order
in 2.

So, we get the reformed structure matrix of -G witch has the form of:

(3] N
g e (3.1)
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where, ¢y, (i=1,2,...,8) are all irreducible =square submatrices
corresponding to each strong component of G, or 0.

Such a matrix as A is called standard form of the redwcible matrix A.

Now, we discuss the relaticnship between the convergence of matrix A and
the structure of the strong componént. .

Lemma 8: If ef is a column vector in which the ith element is one and
all others are 0, ki is the least positive integer which makes vector
eTaky appear in the power order for unlimited times, and dy is the least
positive integer which makes eiA“x"‘dsﬂe'{Akt true, then, d is the least
common multiple (LCM) of alldg.

2
Proof: Since AK*d=pK the formula
TaK+d=aTpaK
elA elal ’ (1)

is always right for any i, and K)kj. Assume there is some i such that
djld, i.e.,

d=fdjdr; (2)

vhere, f, ry are positive integer; and 0<rj<dj. Then, substituting (2)
into (1) we get

e'{ AK+HEd ‘+r; = e'g AK (3)

but
1

e}' AKFEd ey e}"A(K-i-rl')-bfdi = e{ Akt )

comparing (3), (4), we induce that ry is the least value of d in (1),
and this is contrary to the definition of dj. So djld for any i.

On the other hand, if there' is some d so that dj}d for amy i, it can be
induced that AKFd=pK According to the definition of d, we have d}d.

Lemma 9: In the standard form. (3.1), for any pair of i.j., the least
positive integer dij' which makes

eTak;td:se =eTak e
true, must integrally divide the period of some irreducible submatix cy
(k=1,2,...,8)
Praof: Suppose the conclusion of lemma 9 is not true. According to
TaAKHd e .zeTaK, 0. h . b :
ejAt T je5=e tey, there must be a directed circle of length d;j which
is from point i to point i. But dij can not integrally divide the period
of any cg (K=1,2,...,8), the submatrix .of the standard form (3.1). Therefor,
this circle is a new strong compotant. But this is impossible.
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Theorem 3. The period of the strdcniré matrix of o reducible system is
equal ro the LCM of the periods of all the strong components of the system.
This thedrem cuan be mduced tomedracely from the lemma 8 and 9 :

Corollary: The LCM of all scrong compénents of the reducible systg.m c.quals
one, 1f and only if the trreducible submatrices cy in standard” £5rm (3.1)
are all primitive. Then, the structun_ matrix 1s proper and convergentl
to a limited matrix which is not equal to 0.

1f the reducible system has no strong components, the dxgraph of the” system
has no directed circle. Hemce it's structure matrix is convcrgcnt to, 0.
Then there is not: feed back in the system..

PROGRAM FOR ANALYSING THE STRUCTURE OF A GENERAL SYSTEM *

As a result, we summarize the conclusions above and get the general
procédure of structural analysis in figure l.

WS
I digraph A o£ system S }
¥
structure matrix A
reachability matrix R= (I+A)P~1l= (I+a)n ]
No /k\ Yes
E_ . _— _.._(\R = J -~ e e - .._.,__1
- I

/LS thure m:<._ Yes No. —is there ¥ mr\ Yes

Am==Am'”1/"‘—‘_‘ [~ am= J_

\/ ]\’J T

No No _<am = g™, Yes
\\./ .]
¥ ot A
the period d is § is redu-| jthere are no] the period d ATisT T T
equal to the LCM cible and] |directed is equal to primitive
of the periods of proper circles in ' | the GCD of the
all the strong 1 1¢ ! lengths of all
ety - J : -

component of G circles in G

—_—————— 3 - -

a— > { 8
S is reduciblec § is a system uith-l $ is irrducible | $T1s
but not propu’ out feedback .J periodic system universal

—_— - e

£ — -~

Figure 1
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