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ABSTRACT

This peper is written for the rank preservation of eveluating priority weigts and the
rank structurein =& positive reciprocal or approximate positive reciprocal =matrix A
that is inconsistent. It witl be shown that the satisfying rank structrue of the metrix
is an important condition to preserve rank of solutions. Therefore, It is better to
first we had betier test the rank correlation for the rank structure matrix and secend
evatuate the priority weights. Besides the rank corretation of matrix A can be
checked easily,

INTRODUCTION

We know that many social variables are unmeasurable in soci-system analysis, In order
to estimate ther elative priority weights of these variables or objects, many evatuating
xetheds have been advanced. Siace systematic variables and chjects are unmeasurabie,
accuracy is not the most impotant factor, however the priority rank orderwiil become the
basic and stable relntienship in the sysiem analysis. Therefore, T.l.Saaty[4]statas that
for an inconsistent wmatrix A, rank preservation is one criteriof to evaluate which
of the priority weight methods is best, and ke have shown that the eigeavector =method
(EM)(Saaty, 1977, 1980> is an asymptotic preserving rank method.

Usuatly, the judgement matrix A'(a;j) carr be in following situation,

1. Evey time the pariwise comparison judgement enabte to produce the same informtion
about judge’s preference as possible,

2,  The jugemeni matrix strives.towards positive reciprocal, but it is not positive
reciprocal perhaps,

3. If every judgesent is independent and thereis no effect between objects, then there
aust exist no transmission in priorily welghts,

THE GEONETRIC DESCRIPTION OF THE JUGEMENT NATRIX
Let us assuse that the rows of matrix A=(a ) are elements.of the vector space R,

where Rﬁ = { (‘,pa.'”..-’a.. ) al,>0p i)j:[a 2,....111 .

and. the weight voctor subspace Wa-i,

vhere Wi =(Cw,, ¥a, ..., ¥ MWD ERR, f}wfl )

There exists the map R} —Wiw |, =

we have = 1S T, k=1,2,....n. (0

=]
Similarly, assume that the coluans of matrix A are etements of the R, for the map Rk
—Wi-1, we have

welE aw k=1.2. .m 2
In the following, we liﬁe the rows to be the discussion object, and alt analysis
resluts are apptiance to the columns Let a be the ith row vector According to the
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forzula ¢1),%a; €RA can be considered an element for the weight vector, where 74’ €R:,
so that we project R on the hypersurfase Sh-t ,

where Si-y = { (ap...,3) | (8) €RM, l2i=1) ,

Obviously, the mep Si~t —Wi-is smooth. When €ach element of n has the different rank
degree, which is catled the unequal priority rank row, the rank vector of a is denotad
T =(1,2,...,0); when there exist the same rank degree etements in the row,we denote the
rank vector of a; to bef;=(1,1.5,1.5.4,...,n), for example.

DEFINTION 1. Two row vector a;. 8y €Snh-t-have the relation of the same rank order if
for edch Kk 1=1,2,...,n, 2y >a; and a5, >2; ; denote 8;FRaj .

THEOREN 1. ﬁquivulenee relation FR determines a unige classification Si-1 ./ER .

PROOF, The same rank relation ER is a rank equivalence relatjon sxnce ER is a two-ary

relation, and (1) if a; €S, then mERaj; (2) if Va;, 2,€5h% and a; :ERa,, then

aFR 8i; (D) if Va;, 8y, a; €5i-,2;FRan and ayFRa;, then a;ERa; .Certainly. va.

€ Sii-t must be in an equzvnleuce class nt least, for exaaple S, ={ a; €S- | a;ER a. 4,
thus Sf=({S;! »; €Sfiu). On the other hand, suppose. two classes be satisfied §, (1% 70,
thus at least exsits one vector a€S, and a€5,, for Va, €5, 32, €5,, a,FRa and 2,FRa,
so that »,FRs;, that is 5, CS.. Similarly, we show 5<3,, therefore 3,=3,. The

uniqueness of ctassification is obvious.

THEOREM 2. On the hypersurface Sh- thers exist Nt rank -equivalence ‘classes fn which
atl etements are unequal priority renk rows, ’

PROOF; In general, 1et one of these rank equivalence classes be denoted T=(1,2,...,n),
the number of this classes is equal to the number of maps of itself. So that *]1™ Has n
images of the map, "2" has (n-1) images, "3" has (n-2) images,and so-on. Therefore, the
number of these classes is NI . :

Now consider the rank geomwetric structure of ”
the matrix A. The unequal priority
rank classes as stated above can be
described the (n-1)-dim hyperfaces.
It is not difficult to imagin that
the classes whose dimensica ars
< (n-1) are between the (n-])-dixm
classes , which are called the
bounary rank equivalence classes.
See Figure | which shows 2=3. In
order to represent the rank
correlation degree of two row rank
vectors, we define the vectorial
angle to be the norm. It ought to
be noted that if the angle is
equal to zero, then the rank order
of two row vectors , must be
perfectly correlative ; but rows
have perfect rank corulation, the
their angles must not be zero. (Figure 1 )
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CoMpARISON OF EVALUTING METHODS

Nany evaluting methods have been put fowsrd as follows, .

the eigenvector method (END, A = XmaiW i

where Aaxis the principal eigenvaiue of the jugement matrix A;

the least square mathod (LSM); by mnminng Z(a., -X; )" .

we. oblain J-ﬂ' isL..,n;

the loganthnic least square method (L!.SM), by uinimizing Z(log a;; -log X; ) *,

we obtain X;= (l’(a;;) R ]-l, 2.0 5

where (x;)éRn Normatized by (1), LSK and LLSN yietd the priocrity \mghts Others,
the normalizaticn of the geometric of the rows-(NGN)({3],the normalization of the column
and sum of the rows (NCM) (1), ect.. It is natural that the priority nlghts evaluated
by these methods not be equal in generatl.

~

C.gns‘idet the following 33 judgement matrix”

) N VS U S
- B (14_4 1 14
N1 1

See .[Figure 1, all rows are in one rank eguivatunce ctass (1.5, 3, 1.5 ), ¥e can
directly estimate that: the rank of the weight mist be ¢2.5, 1, 2.5 5, that is
%, >%g . Applying each method as sbove, we have ,
EN NEN NCN LSN LLSN ~

A" 0.4448 .0.4448 0. 4448 0. 4455 0.'4453

B’ ¢.1103 0.1103 0.1103 0. 1090 0.1090

¢ 0.4448 0.4448 0.4448 0. 4455 0.4453 Am~3 0166
Let us take =2 symmetric perturbation on- the rank «class(1.5, 3, I. 53 for example, i't
produce. the following matlrix,

Ar 1 4 1.1 *
B {14 1 14
€ \L1 ¢ t

Though rows of this matrix are not in one rank class, the matrix has the same row
rank order and the same column rank order. Similarly, we can estumate that the rank
order of weights is ¢2.5, 1, 2.5), that is w Y, “W>W,, , solutions as follows,

3y ! n

EN NGN NCN LSN LLSN
N 0.4461 0. 4460 0. 4460 0.4423 0. 4429 ’
B 0.1079 0. 1080 0. 1080 0.1155 0.1143 !
cr 0. 4461 0. 4460 0. 4450 0. 4423 0. 4428 )\m..s 0674
With a unsymmetric perturbation, we obtain the matrix, for example,

Ar 41 1. 11 .o

B’ (u. 26 1 0. zs) \

LN 1 »

At first, we shall estimate that the solutions of 'EN, NGM and NCN' may be chang

s tittte and however the solutions of \LSM and LLSN have taken gr?a‘g c}finged' ohviosfy,
as such,

EN NGN . - NCM LSN LLSN- .
A’ 0.4454 0. 4454 0.4454  0.4412 0.439% 7 -
B 0.1092 0.1092 0.1092  Fo.msr  pluspt 7 R
C' 0.4454 8. 4454 0. 4452 0.4431"  0:4453 X <0.0805 -
. - ! ., R
that is woenowy, and  wo> woowy,
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Compare above results, and we note that for a perturbation & variety of methods
represent different-degrees on semsitivity or stability. It is matural to ask which
solutions of methods represent judge’s information and which methods can preserve ranks

[A w} N 3
DEFINITION 2. A méthod of solution' is said to preserve rank if aj>a,, for
i=1,2,....n, it yxelds ¥%.<w, ; a method is said to aymptotical preserve rank if as
n —x, it holds_above situation. ¢

THEOREN 3.  EM, NGM, NCN, LSN and LLSM preserve rank (Saaty,1984).
PROOF, For = positive reciprocal of approximate positive reciprocal matrix that is
inconsistent, Irom as>a; _i:[, Z,...,m, we have ag<ay j=1,2,...,n.

For EN we have, AW _Snx)-- 53 éa;, W5 =any WS,
For NGN, = WS (ﬁa,,) <1’;ay) S g s : }
and for NN o w=D6s {‘=’» \
¢ . . W(. w I 02)‘ *
according to (1), =~ SRl
zw, ;

For LSK and LLSN, directly by a>ay, , i=L2,...,n,
LSN has  x,=he a.,(>n~{!‘u:r-'xb PR L T

and LLSM has x,;(}l"{nk)*; (\Ija;.i":x., R X N
]

COROLLARY.  If all rows in one rank equivalence class, then EN, LSM, LLSN, etc.
preserve renk,

PROOF, Since all rows have the same rank order, for i=1,2,....n, we have Riy DBz
So that is obsvious by Theorem 3.

¥e now develop above result for renk preservation.
DEFINITION 3. If two rank classes T;and ¥; have the angle A(r, T ) 0, as n—2xc, we
say that the rank orders of these classes are perfectly corretaiivé asyaptotically,

THEOREN 4. Arbitrary adjacent rank equivatunce classes are perfectly rank correlative
asymplotically.

PROOF,  In order to prove this result we introduce two terms of the permutation group,
commutation and circulantion. Gemerally we denote one (n-i)dim rank class IX1,2,...,m,
define the adjacent comautation,

?. l,Z....,k » k+lr-.--n - -

T (l.Z....,kH, k .....n) 1gken ,
define the adjacent circulation,

Ta (l.Z.J,....n ) 1.2, ..n-l.n)

L nL2,....n1) or 13,3, .0 .1/,

(1) For the adjacent commutation, let the angle of ©. and ¥; be a=_ (§, % ) ,

we have 1#2- 24+ - SR DHKADK - - 4n-n f .. .
t0Sa= - 12 +33+ - . - +n? ) i =} (n+1)(2n+1n

as n=9 .cosa=0.9965 A 34.8; as n—oc , thea cosacz], .. a—(.

and in case of adjacent circulanting fransforsating, tet B=. (7, r } . we have

1-n+2+ 143« 2+ - - +a(n-1) Hn-1)
Cospg = B4+ « «4n? =1- (a-1X2n-1)
as n=9, cosp=0.8737, - B8=29.1 ; as n—~x , then cosﬁ 1. & B—D
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¢2) Tonsider the further rank ctlasses from r , which be produced by the k-circulation
of %, , 1. ( I .2 ..ok, kLK, )

v ?‘ n-k‘l,n"l#z.. .,n 1 ,2 .. 'n'k
whers Jck<n, when k=), that is an adjacent cixculatgon, tet 'Y= Z(T.1,)

1(n-k+1)+2(a-k+2)+, ., +knr(k+ D1+, . . n¢n-%) 3k(n-k)
cosy ™ R+, m? T 1- (D)
If and enty if k is finite, then as n—~s, cos =1, .. Y-=0. Obsvicusly the bounary
rank equivatence ctasses that are between ¥, and T; or T. and T; will be perfectty
rank correlative asyaptoticatly too.
L

THEOREN 5.  If the rows of the jugement matrix are in the adjacent or near rank
classes, EN, NGN, NCM, LSN and LLSR all preserve rank asymptotically.

PROOF, According to Theorem 4, becuase two arbitrary rows are rank correlative
asymptotically, there exists N>0, as m3N, we have a,>a; for i=[,2,...,n. So that
is evident from Theorea 3, .

Susmarizing as above , we have shown that the praiferty' of rank preServation is of the
rank structure of matrixes. Therefore, consider the relation of the rank geometric
structure of the satrix A to the mathods of EM. NGM. NCM, LSN, LLSM. etc.. we have
following two results,

1. If all rows of the matrix A is in a rank equivatence class, then the evaluating
method as above can be said 1o preserve rank,

2. If the rows of the matrix A is in some adjacent rank equivalence classes then the
evaluating method of solution preserves rank asypptotically.

PROCEDURE OF COMPUTATION

It is clear that the satisfactory rank structure of metrix A is important condition
to reserve rank of solutions. At first we had better lest the rank correlation of the
natrix’ and adjust the rank structure by consulting with the judge, and second evaluate
the priority weights. By this way, we will obtain following ddvances,

(1> The useful information =about judge’s favor could be retained by consulting,

(2) The rank preservation of evaluating could be held up.

(3) It could evade recalculation. ¢

Now 1let introduct Kendall’s rank corretation coefficient be the renk corrlation index
of the matrix A, here . N

. SRj-1-n-3R))

= Tz niie -D KTl ¢}
where Rj is the sux of the elements in jth column. How large is the satisfactory index
value T ? we assume that the domain of the rank adjacent rows .determine the
setisfactory correlation index value Ty, as following matrix described. See Figure I, in
this matrix one row can be produced from one another by commutating,

t 2 31 4 ...n1on .
- 2 1 ki 3. PR n-l. n v
* 1 3 2 4 .a-i
1 2 3 4 n n-l

by the formula (3),

(o)




i = 2(n*-n-1)
T Tuear-n
Let us note that in comparison with the random index (RI), Tyis correspond to RI en Shq

The following tshle gives the order of the matrix (first row) and the rank satisfaction
index valueT,,

n, 2 3 4 5 § 1 8 3

b A 0 0.44 0.73 0.85 0.81 0.94 0.36 0.97

Here we give one example considered the following 4X{ judgement matrix, whose row
rank structure matrix is on the right,

A 1 1-8 143 175 4 1 31 2
A, B [ s 1 g 3 R, 4 1 3 2

ry3 1t 1 L] I 1 2 1

b 5 1-4 14 1 A4 L5 LS 3

By (3), we can easily get T =0.23<0.73=T4, in comparisen with ER=0.158>0.10 (2]

So we ought !o consult with judges and adjust the matrix, Assume the new matrix
as follows,
Y 1 16 13 LS 4 1 1 2
A, B 6 1 1 3 R, 4 1 3 2
¢ 3 1/4 1 .1 4 I 25 25
p’ H 1.3 1 I 4 1 2.5 2.%
THus we have “T=0.925>7T4, comparing with C(R=0.039<0.10 . Now let us estimate and
obtain solutions, z
EN NGM NCH LSN LLSN
0.0619 B.B612 0.0633 0.0675 0.0612
0.5502 0.5192 0.5450 9.5782 0.5492
0.1733 0.1754 0.1733 0.1598 0.1754
0.2146 0.2142 0. 2185 0. 1946 0.2142
Armax =4. 1053 R AL T
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